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Abstract—The problem of reducing power consumption in
backbone networks by adopting sleep modes has been extensively
studied in the literature. In contrast to previous work, we
forecast power consumption and traffic in two operator networks
(France Telecom (FT) and Telefónica Investigación y Desarrollo
(TID)) for the year 2020, and consider both Single Line Rates
(SLRs) and Mixed Line Rates (MLRs) deployments. Given
these realistic scenarios, the set of devices in sleep mode is
computed autonomously on each network node by a simple
power-aware algorithm using only local information as input and
requiring no rerouting. Results show that the savings obtained by
adopting sleep modes are significant, even if power efficiency of
network devices (W/Gbps) is increased. Moreover, we show that
networks using MLR always consume less energy than SLR-
based networks when the power-aware algorithm is applied to
the considered scenarios.

I. INTRODUCTION

Power consumption of backbone networks is increasing

and becoming a major issue for operators [1]. Although the

devices are becoming more and more energy-efficient in terms

of power consumption per provided bit rate (W/Gbps) [2],

their overall consumption is higher, and the bit rate is not

fully utilized [3]. Several approaches aiming at introducing

power-awareness into backbone networks have been studied

in the literature (see [4] for an overview). One of the most

promising approaches is the adoption of sleep modes. When

a device of a backbone network is in a sleep mode, the other

network devices that remain active have to guarantee Quality

of Service (QoS) requirements. While the performance of

sleep modes has been widely investigated in the literature,

little attention has been paid to the definition of case studies

where the effectiveness of sleep modes in real scenarios is

evaluated. In fact, most of the works in the literature adopt

synthetically generated topologies [5], [6], or case studies

which only partially resemble the real networks [7], [8],

[9]. Obtaining sensitive information, such as the real Internet

Protocol (IP) topology, the power consumption figures and

a set of complete traffic matrices for a commercial network is

a difficult task. Furthermore, previous works do not focus on
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the definition of “green horizon” scenarios, i.e., expectations

for the forthcoming years.

In this work, we follow a different approach by evaluating

the impact of sleep modes on two different scenarios provided

by FT and TID. We adopt a simple, fully distributed power-

aware algorithm for the selection of the set of devices in sleep

mode. To the best of our knowledge, this is the first work

that evaluates a power-aware algorithm on evolution scenarios

coming from operators. In particular, starting from current

measurements of power and traffic, we derive a long-term

analysis using forecasted values for devices in 2020. In this

way, our work is more tailored to the long-term, making our

results representative for future years. Finally, we consider two

possible deployment situations. In the first case, we assume

that all the installed devices have the same capacity, and we

refer to this case as SLR. Then, we consider also the case in

which different capacity granularities are allowed, and we refer

to it as MLR. The comparison among SLRs and MLRs lets us

derive the best choice for the 2020 forecasts, and whether it is

worth to maintain the devices of small bit rates in the network

in order to save energy by adapting capacity of logical links

with fine granularity. Differently from [10] which is focused

on network design, we study operation of such SLR and MLR

networks with dynamic usage of sleep modes.

The closest paper to our work is [11], in which an impact

analysis of power management techniques is performed on

the Telecom Italia network (evolution for 2015–2020) and

the Greek Research and Technology Network GRNET. In

particular, the authors consider the number of installed devices,

the power requirements, and the traffic variation as input

parameters for a model that evaluates the impact of different

power management policies on energy consumption in various

network segments. In this work we corroborate the analysis of

[11] on two case studies. In particular, we go three steps further

by: i) considering the network topology and not solely the

number of installed devices, ii) adopting the routing policies

used by the operators, iii) assessing the performance of sleep

modes over the two scenarios when a specific power-aware

algorithm is applied.

The paper is organized as follows. We first present the

network model and the power-aware algorithm in Section II.

The detailed network scenarios including topologies, traffic

patterns and power assumptions are reported in Section III.



Performance results are presented in Section IV. Finally,

Section V concludes our work.

II. NETWORK MODEL AND METHODOLOGY

a) Network model: We consider an IP-over-Wavelength

Division Multiplexing (WDM) network, where each node i of

a set of nodes V is equipped with an IP router and an Optical

Cross-Connect (OXC). The IP routers are interconnected by

a set of undirected logical links L. Each logical link consists of

one or more lightpaths traversing a set of OXCs interconnected

by fibers in the physical layer. A lightpath (a WDM channel

which spans one or multiple fiber links) is terminated by

transponders and line cards in the IP layer [2]. We assume

three types of transponders and line cards depending on their

rates, namely 40G, 100G and 400G (G stands for Gbps). Apart

from the three SLRs (denoted as slr40G, slr100G and slr400G

respectively), we consider also two MLRs. We denote as mlr1

the case in which 100G and 400G devices can be adopted.

MLR with all the three available rates is denoted as mlr2.

The network is loaded with a traffic matrix D(t), which is

a function of time t. The set of considered time periods is

denoted as T . It typically covers 24 hours. Each time period

t ∈ T has duration ∆t (usually in the order of minutes). The

traffic demands are routed over single paths in the logical

topology (V , L). f
ij
l ∈ {0, 1} indicates whether the traffic

demand between nodes i and j traverses (independently from

t) the logical link l ∈ L. The traffic demands dij(t) between

all nodes (i, j) ∈ V × V (stored in the traffic matrix D(t)
for the time period t ∈ T ) together with their routing f

ij
l

determine the total traffic dl(t) flowing through each logical

link l ∈ L at time t:

dl(t) =
∑

i∈V

∑

j∈V

f
ij
l · dij(t) (1)

b) Static Base Network: We call the network with all

devices constantly active as the Static Base Network (SBN).

It is dimensioned for peak traffic matrix DSBN . Each element

of DSBN is computed as:

d
ij
SBN = max

t∈T
dij(t) (2)

Similarly to Eq. (1), the peak traffic dSBN
l flowing through

each logical link l ∈ L in the SBN is given by:

dSBN
l =

∑

i∈V

∑

j∈V

f
ij
l · dijSBN (3)

We dimension the SBN depending on the assumed rates. The

bit rate Cl of a logical link l ∈ L is determined by the routing

f
ij
l of demands d

ij
SBN . The mapping of each traffic flow dSBN

l

into interfaces is arbitrarily made in descending order of bit

rates. First, as many highest bit rate interfaces as possible are

installed so that their total bit rate does not exceed dSBN
l .

Then, this procedure is repeated iteratively for the interfaces

of smaller bit rates. Eventually, it is assured in the last iteration

that the total bit rate of the logical link is greater or equal to
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Fig. 1. Utilization of N SLR interfaces on a logical link operated by FUFL

dSBN
l . This results in dimensioning of each logical link l ∈ L

given by:

Cl[Gbps] =
(

Y 40G
l · 40 + Y 100G

l · 100 + Y 400G
l · 400

)

[Gbps]
(4)

where Y 40G
l , Y 100G

l and Y 400G
l denote the number of 40G,

100G and 400G lightpaths active on the logical link l ∈ L.

c) Power-Aware Algorithm: We have adopted the Fixed

Upper Fixed Lower (FUFL) algorithm [12] to compute the

set of devices in sleep mode at each time period t ∈ T . This

algorithm presents features which are particularly appealing

from the operator’s point of view. It is executed locally on

each node using the monitored load on the logical links as

input to make decisions. At the same time, FUFL is able not

to deteriorate the QoS, while its complexity is low.

More formally, FUFL is run at each node i ∈ V . It considers

the logical links attached to i, and periodically checks the

total traffic dl(t) currently flowing through each of the logical

links. The term ’Fixed Upper’ corresponds to the fact that

the routing f
ij
l of demands does not change over time, and

the term ’Fixed Lower’ corresponds to the fact that the set of

lightpaths that can be used in the network and their routing

also do not change over time. This means that FUFL needs

only local information to make a decision about activation or

deactivation of interfaces (line cards and transponders). Fig. 1

shows the main idea of FUFL on a logical link consisting of N

parallel lightpaths. Activation and deactivation of a lightpath

is triggered by utilization of the previous parallel lightpath,

which is determined by dl(t). The interfaces are deactivated as

soon as utilization of the previous parallel lightpath decreases

below a pre-defined threshold WD (Fig. 1(a)). The activation

process is triggered by the opposite event, i.e., when utilization

of the previous parallel lightpath goes above a pre-defined

threshold WA (Fig. 1(b)). Moreover, in the context of MLR,

we performed a preliminary evaluation to check whether

power savings are dependent on the order in which network

interfaces are deactivated. Whenever high bit rate interfaces

are deactivated first, larger power savings are obtained, since

deactivation of (finite number of) low bit rate interfaces at

the end of the algorithm allows adjustment of the capacity of

a logical link with finer granularity.

In contrast to [12], we introduced thresholds WA and WD,

which can be adjusted by the network operator to account

for the QoS and the time needed to activate network devices.

Moreover, we allow to shift traffic between all lightpaths on



TABLE I
REFERENCE NETWORKS (LOGICAL TOPOLOGIES) AND TOTAL TRAFFIC DEMAND

Network Nodes Links Nodal degree Link length [km] Total demand [Tbps]
(Min/Avg/Max) (working & protection) Low Medium High

(Min/Avg/Max) (LA) (MA) (HA)

France Telecom (FT) 38 72 1/3.79/14 2/270/1327 20 33 50
Telefónica Investigación y Desarrollo (TID) 113 254 1/2.25/30 1/201/2431 39 55 77
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Fig. 2. Logical topologies

a logical link, regardless of their physical realization. However,

we neglect the time that is necessary for the traffic shifting

between lightpaths of different rates. The traffic shifting does

not influence the network stability because the logical topology

is unchanged. However neglecting the time needed for the

traffic shifting slightly underestimates the energy consumption

because of the make-before-break mechanism. Eventually,

FUFL application between different network domains is out of

scope of our work because there is usually Optical-Electrical-

Optical conversion on the border between the domains.

III. NETWORK SCENARIOS

We apply FUFL to two operator networks, which are

representative backbones (realistic, but not real) of FT and

TID. Table I reports a summary of the main network features.

Topology The IP (logical) topologies are shown in Fig. 2.

The logical topologies are realized over photonic meshed

infrastructures with WDM equipment. Both networks are

comparable in terms of nodal degree and average link length

(see Table I). The link lengths range between few kilometers

and a few thousands of kilometers. The shortest ones are

adopted to connect nodes close to each other, e.g., in the same

building, while the longest ones correspond to submarine links

to overseas territories. Finally, we can observe that many links

are deployed from the periphery to the center of the topology

(region A for TID and nodes 32-34 for FT), where most of

the peering points to the Internet are located.

Architecture Both the FT and TID networks have a hier-

archical structure composed of three levels: edge, transit and

Internet/peering points. Edge routers are the first (lowest) level

(not shown in Fig. 2(b) for the sake of readability). Each

edge router is connected to a pair of transit routers, which

constitute the second level. The interconnection among transit

routers and to the Internet gateways and national peering

points is done in the third hierarchical level. Most of the

nodes have dual router connectivity allowing load balancing.

The routing schemes were provided by the operators as part

of the scenario [13]. Interfaces between the photonic and IP

layers are realized following International Telecommunication

Union - Telecommunication Standardization Sector (ITU-T)

G.692 recommendation. In particular, line cards with “gray”

interfaces are used. They are connected to transponders which

terminate “colored” paths across the optical network.

Traffic The complete IP traffic matrix DSBN is provided for

both networks for a 2020 forecast with three growth assump-

tions (Low, Medium, and High Assumption – LA, MA and

HA respectively) compared to today’s situation (see Table I

and [13]). In both networks most of the traffic is massively

originated from/to the international interconnections.

The daily variation of the total demand
∑

(i,j)∈V ×V dij(t)
is shown in Fig. 3 for two representative days T (working

and weekend) and three growth assumptions (LA, MA, and

HA). Traffic matrices are provided with a granularity ∆t

equal to 5 min. A clear day-night pattern is visible for

both networks, with traffic variation between night and day

reaching almost a factor of 10. This confirms the high network

overdimensioning during the night. Moreover, the weekend

traffic is consistently lower than the traffic during the working

day, suggesting that there is ample room to apply power-aware

mechanisms to the two networks.

By investigating the traffic generated by each node over

time, we have found out that most of edge nodes present

a similar behavior, i.e., almost the same day-night pattern. This

is due to two main reasons: aggregation of traffic from/to tens

of thousands of users, and the fact that all the nodes are located

in the same time-zone.

Power model We focus on transponders and line cards,

since these devices are targeted to be powered off by FUFL.

In particular, we propose two forecasts of power consumption

values for the year 2020, one that we call Capital Expenditures
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Fig. 3. Daily traffic variation (downlink) for Low/Medium/High traffic Assumption (LA/MA/HA) on working and weekend days (WRKNGD and WKNDD)

TABLE II
POWER CONSUMPTION IN WATT (POWER EFFICIENCY IN WATT/GBPS)

(a) CapEx-driven forecast for 2020

Bit rate [Gbps] Transponder Line card Total

40 100 (2.5) 300 (7.5) 400 (10)
100 120 (1.2) 420 (4.2) 540 (5.4)
400 300 (0.75) 1180 (2.95) 1480 (3.7)

(b) Energy-driven forecast for 2020

Bit rate [Gbps] Transponder Line card Total

40 40 (1) 200 (5) 240 (6)
100 120 (1.2) 420 (4.2) 540 (5.4)
400 350 (0.875) 1250 (3.125) 1600 (4)

(CapEx)-driven and the other that we call Energy-driven. The

actual power consumption and power efficiency values for both

forecasts are shown in Table II. Note that the power efficiency

values (in W/Gbps) account for the bit rate of the devices,

and not the actual throughput. We keep the values from [2]

as an upper bound for our forecasts. Finally, the power model

of transponders is based on the new generation of coherent

detection transponders [14] considering large hardware im-

provement especially for the electronic digital processing part

with respect to today’s power consumption.

In the CapEx-driven forecast, we assume that the use of

40G interfaces will be marginal resulting in a reduced effort

for the development and optimization of 40 Gbps boards that

will consume almost the same amount of power as 100 Gbps

boards. We base this assumption on the observation that flex-

ible grid networks and variable bit rate transponders get most

traction from the industry and that 40G could start becoming

“legacy”. We thus suppose two different implementations for

40G and 100G i.e., Dual-Polarization Binary Phase-Shift Key-

ing (DP-BPSK) and Dual-Polarization Quadrature Phase-Shift

Keying (DP-QPSK), respectively. As they have a common

technological basis in this scenario, power consumption of

40G transponders is close to power consumption of 100G

transponders. As 100G is more probably the next bit rate for

routers, 40G line cards are much less power-efficient compared

to 100G line cards. Finally, the 400G interfaces will benefit

from large development effort.

In the Energy-driven forecast we assume that for “green”

reasons, interfaces of small bit rates will be favored because

fine granular interfaces allow for a fine tuning of the bit rate

of the logical links as load varies. As a result, 40G interfaces

benefit from a large effort to reduce their power consumption,

while high bit rate interfaces at 400 Gbps do not. In this

scenario, the same modulation format DP-QPSK is used for

40G and 100G. This could be somewhat more expensive

for 40G transponders (a single spare part needed), but it

offers operational advantages, and better power efficiencies.

In particular, the symbol rate of 40G transponders is less

than a half of the symbol rate of 100G transponders, and

thus the Digital Signal Processor power consumption (which

dominates the transponder power consumption) could be sig-

nificantly reduced. As a result, power efficiency (W/Gbps)

of 40G transponder would be improved compared to 100G

transponders, while line card power efficiency would be close

for 40G and 100G bit rates.

Finally, we assume negligible power consumption in sleep

mode for transponders and line cards in both forecasts.

IV. RESULTS

We evaluate FUFL on the FT and TID scenarios, assuming

medium traffic assumption MA unless specified otherwise.

We set WD = 1.0 and WA = 1.0, which corresponds to

deactivation of a lightpath with corresponding devices as soon

as it becomes empty, and its activation as soon as the previous

parallel lightpath becomes full. Fig. 4 reports the variation

of power over time considering a working day, CapEx-driven

forecast, MLR and SLR devices. The figure reports also the

power consumption of the SBNs, which correspond to the

networks with all the devices powered on. Interestingly, FUFL

greatly reduces the power consumption of active interfaces in

the low demand hours, with a reduction of power of up to

76% for both the FT and TID scenarios. Moreover, while the
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Fig. 4. Power consumption vs. time for the two networks and different line rate assumptions (working day, medium traffic assumption, CapEx-driven forecast)
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Fig. 5. Daily energy consumption over the FT network (SBN and with FUFL) for different days and power forecasts (medium traffic assumption)
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Fig. 6. Daily energy consumption over the TID network (SBN and with FUFL) for different days and power forecasts (medium traffic assumption)

power consumption of the SBN is comparable when using

mlr2 and slr400G, the power consumption of the network

running FUFL is almost always lower when MLR devices

are deployed than the case in which SLR devices are used.

E.g., during night hours (2:00 am to 7:00 am), the power

consumption of the FT network running FUFL with mlr2 is

always lower than 78 kW, while the same network adopting

SLR devices consumes minimally 109.52 kW in the same

period. This is due to the fact that in the SLR scenario, the

high bit rate 400G devices are kept active for connectivity

reasons, even if their utilization is low. Finally, note that the

power savings in the network adopting MLR are mostly due

to deactivation of the 400G interfaces, since these devices are

the most power consuming, but at the same time the most

power-efficient and thus widely deployed ones in our study.

The other types of interfaces are used to fine adjust the bit

rate of the logical links to the current load.

In order to have a broader view on the savings that can be

brought by FUFL, we looked at the energy consumed by all

interfaces in the network over the whole day in both the FT

network (Fig. 5), and the TID network (Fig. 6). Focusing first

on the SBNs (the same during a working day and a weekend

day), we can notice that in general the networks using MLRs

consume less energy than the networks using SLRs, although

slr400G consumes comparable amount of energy as mlr2 in

the TID network. The energy consumption in the CapEx-

driven forecast is even slightly lower in the TID’s slr400G

SBN than in the mlr2 SBN (see Figures 6(a) and (b)). Apart

from the high power efficiency of the 400G interfaces in

the CapEx-driven forecast, this is due to the fact that the

utilization of the last 400G interfaces on logical links is

relatively high in the slr400G TID network, namely 44/49/47%

for the low/medium/high traffic assumptions respectively. The

corresponding values in the FT network do not exceed 1%.

The two MLRs perform comparably both in the SBNs

and in the networks running FUFL. mlr1 is better than mlr2

in terms of energy consumption assuming the CapEx-driven

forecast, while mlr2 is better than mlr1 assuming the Energy-

driven forecast. This is due to the fact that 40G interfaces

are used only in mlr1. Their power consumption is high in the

CapEx-driven forecast, and relatively low in the Energy-driven

forecast (see Table II). The same effect can be observed in the

networks using FUFL. However, differently than in the SBNs,

the advantage of using the most power-efficient (in W/Gbps)

interfaces (400G) cannot be always observed in the networks

using FUFL. This is especially noticeable in the FT network,

where slr400G is not the least energy-consuming SLR network

even for the CapEx-driven forecast of power consumption
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Fig. 7. Daily energy consumption breakdown over different rates in mlr2
and different traffic assumptions for working days (CapEx-driven forecast)

values, which favors high bit rate interfaces (Fig. 5(a) and

(b)).

The power model significantly influences the energy con-

sumed in the networks using FUFL, which is especially

reflected by the energy consumption of the 40G interfaces

(compare CapEx-driven and Energy-driven forecasts in Fig-

ures 5 and 6). Looking at the two MLRs, there is however

no significant advantage when using 40G interfaces, even

when assuming the Energy-driven forecast. Both MLRs in turn

outperform the SLR with 400G interfaces, which are expected

to be commonly used in 2020.

Eventually, we note that energy consumption during a week-

end day is lower than during a working day over all

considered scenarios. The average energy saving during

a weekend day with respect to a working day over all

five rate assumptions equals (CapEx-driven forecast/Energy-

driven forecast) 891.18/778.08 kWh in the FT network, and

4066.55/3577.54 kWh in the TID network.

Network operators need to make long-term forecasts of the

traffic in order to plan operation of their networks. In Fig. 7

we consider the low/medium/high traffic assumptions on the

working days in the FT and TID networks using all the three

types of network interfaces (mlr2) with CapEx-driven forecast.

The daily energy consumption consistently grows with the

assumed traffic only for the biggest network interfaces. Power

consumption of 40G and 100G interfaces remains comparable

over all the traffic assumptions. This is a result of the chosen

rule to use as many 400G interfaces as possible in the SBN

(see Section II). Consequently, the 400G interfaces carry the

majority of the traffic in the SBN, even though their absolute

count is the highest only for the high traffic assumptions in

both networks, and medium assumption in the TID network.

40G interfaces consume more energy than 100G interfaces in

the FT network, while the opposite holds for the TID network.

This can be explained by the number of installed interfaces in

both networks. The lower the traffic, the higher percentage of

interfaces of small bit rate are installed. In particular, the 40G

interfaces account for 36/45/52% of all the installed interfaces

in the FT network for high/medium/low traffic assumption

respectively. Corresponding values for the TID network are

lower, namely 25/31/36%.

V. CONCLUSION & FUTURE WORK

We have evaluated the performance of a fully distributed

algorithm called FUFL in terms of saving energy in the TID

and FT networks with traffic and power forecasts for the year

2020. The savings obtained by adopting FUFL are significant,

with up to 76% of saved power compared to an always on

solution, showing that there is ample room in pursuing energy-

efficient approaches even for future networks. The adoption of

MLRs provides benefits over SLRs in all considered scenarios,

when FUFL is applied. However, there is no clear indication

that interfaces of small bit rates should be developed in order

to provide the flexibility of adaptation to changing loads in the

network. Using both power consumption forecasts considered

in our study, a network with MLR of all three types of

interfaces showed only slightly lower energy consumption than

the network with MLR of only 100G and 400G interfaces. In

addition, maintenance of devices of different technologies may

be difficult for network operators, especially in the context that

old equipment may be more prone to failures. The disposal of

old equipment is left for future work. Moreover, we plan to

implement FUFL on a testbed checking its sensitivity to WD

and WA.
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