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Abstract

We estimate potential energy savings in IP-over-WDM neks@achieved by switching off router line
cards in low-demand hours. We compare three approacheadbae dynamics in the IP traffic over time,
FuFL, DUFL and DubL. They provide different levels of freedom in adjusting tbeting of lightpaths in
the WDM layer and the routing of demands in the IP layer. UditigP models based on three realistic
network topologies as well as realistic demands, power,carstl values, we show that already a simple
monitoring of the lightpath utilization in order to deactte empty line cards ()+L) may bring substantial
benefits. The most significant savings, however, are adthieyeerouting traffic in the IP layer (OFL).

A sophisticated reoptimization of the virtual topology ahd routing in the optical and electrical domains
for every demand scenario (IbL) yields nearly no additional profits in the considered nekso These
results are independent of the ratio between the traffic ddsyand capacity granularity, the time scale,
distribution of demands, and the network topology farAD and DubL. The success of bFL, however,
depends on the spatial distribution of the traffic as well mghe ratio of traffic demands and lightpath
capacity.
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1. Introduction all potential traffic patterns, but results in overpro-

In the light of scarce resources and the rising de_wsmned networks and a waste of CAPEX (capi-

. L ) tal expenditures) as well as OPEX (operational ex-
mand for energy there is a growing interest in So'penditures) Several attempts have been made to
lrlé?j?:lz ?ﬁg %r\zz? cztrzzfjen?et?ow [gl]ﬁelrr?rl:]:czlsel/?/zrf handle traffic uncertainty already in the design pro-

P umption (2]. ' cess stemming from stochastic or robust optimiza-

we focus on energy-efficiency in IP (Internet Pro- tion [10, 11, 12, 13]
tocol) over WDM (Wavelength Division Multiplex- ST e e ] _ _
ing) backbone networks. This work rather focuses on traffic engineering,

Telecommunication networks are typically di- given astatical!y dgsigned, ca}pacitated multi-layer
mensioned to handle an estimated worst-case traf?€twork. Our aim is to dynamically adapt the rout-
fic scenario. The classical approach to networkind and the number of active components to the
design hence assumes a given single traffic matraffic patterns reducing OPEX, where energy is
trix; see [3, 4, 5, 6, 7] and the references therein.One Of the key factors. Nowadays the power con-
This matrix can be estimated, e.g., by using pop_sumption of IP routers and line cards is almost in-
ulation statistics [8] or by exploiting information dependent of the load and may reach thousands of
from current traffic measurements [9]. To handle kilowatts in total [14, 15, 16]. We pose the question
future changes in the traffic volume and potential©f how much energy can be potentially saved by
peaks in high-demand hours, the demand values ar.gynamlcally switching off |d|9 IP router I|ne.cards
very often (highly) overestimated. This conserva-n low-demand hours. Starting from a static base

tive approach leads to static solutions supporting?€Work, we compare three different approaches to
make line cards idle by reconfiguring the routing at

OThis is an extended version of the paper published in theth€ IP and/or WDM layer. These approaches cor-
proceedings of the ONDM 2010 [1] respond to three different levels of freedom to dy-

Authors’ version of the article published in Optical Switching and Networking (2011) doi:10.1016/j.0sn.2011.03.007. 11th June 2011



namically change the routing in the WDM and IP We assume full wavelength conversion capability,
layers. They are presented in Section 2 togetheand leave the wavelength assignment and installa-
with the used network model. tion of converters to a postprocessing step [17].
Although several papers have focused on power Lightpaths between the same two IP routers
consumption in single- and multi-layer networks may be established using different physical paths.
(see Section 3), our work is, to the best of our Similarly, we assume that IP traffic can be arbi-
knowledge, the first study comparing the contribu-trarily split and routed via multiple virtual paths
tion of rerouting at different layers to the energy which is enabled for instance by traffic engineering
savings. Using realistic data on dynamic traffic, techniques such as Multi-protocol Label Switching
network topologies, costs, and power of single net-(MPLS). Notice that the main motivation behind
work elements, we systematically investigate thethe latter assumption is computational tractability;
influence of traffic variability on power consump- see Section 4. However, the energy saving ap-
tion of dynamically reconfigurable networks. As proaches presented below are not restricted to any
shown in Section 4, we use variations of the samekind of IP routing.
mixed integer linear program (MILP) to design a A (CAPEX) cost-minimized static multi-layer
static base network, and to reconfigure the networknetwork serves as a starting point to our investi-
in every demand scenario such as to maximize theyations. Given demands with temporal and spatial
number of idle line cards. This approach allows usdynamics, it is designed to accommodate all traffic
to provide provable energy optimal solutions or at without changing the routing and hardware config-
least upper bounds on the potential savings. Secdration. Based on this static base network, we con-
tion 5 describes the used data. The computationasider three different approaches to decrease power
study in Section 6 reveals that allowing dynamic consumption in the operational phase by switching
routing at the IP layer depending on the traffic pat- off unused line cards.
tern contributes the most to the energy savings. Re- Fixed Upper Fixed Lower (FUFL): Both the
configuring lightpaths in the WDM layer gives only routing of IP traffic in the upper virtual layer and
little additional benefit. Section 7 concludes our the realization of lightpaths in the lower WDM
work. layer are fixed over time. Demands are routed as in
the static base network, using the same lightpaths
with the same percental splitting as in the base net-
work. We allow to shift traffic between parallel
We focus on IP-over-WDM networks, where the lightpaths though. Line cards of empty lightpaths
WDM layer offers optical bypass technology, as are switched off.
depicted in Fig. 1 (). Nodes in the WDM layer, Dynamic Upper Fixed Lower (DUFL): The vir-
which represent optical cross-connects (OXCs), arg¢ual topology (including the realization of light-
interconnected by links representing optical fibers.paths) is fixed as in GFL (Fixed Lower), but the
Each fiber carries up t8 WDM channels of ca- routing of IP traffic can be changed (Dynamic Up-
pacity C Gbps each. OXCs may connect incom- per). In every demand scenario, we aim at routing
ing WDM channels to outgoing ones, or terminatethe IP demands in the virtual topology in such a
them in the corresponding nodes in the IP layer.way that as many lightpaths as possible are emp-
The IP layer is interconnected with the WDM layer tied in order to switch off the corresponding line
by colored router line cards (see Fig. 1(b)), which cards.
provide a direct interface between IP and WDM by Dynamic Upper Dynamic Lower (DubDL):
performing optical-electrical-optical (OEO) con- Both the routing of the IP traffic in the virtual layer
version. IP routers can be equipped with line cardsand the realization of lightpaths in the physical
of capacityC Gbps. Lightpaths, which are con- layer can be changed over time, with the restric-
catenations of WDM channels, terminate in thetion that the number of installed line cards at each
line cards. All parallel lightpaths between two IP router must not be exceeded. The number of
IP routers form a virtual link (of capacity corre- used line cards is minimized by jointly optimizing
sponding to the number of lightpaths between thesehe routing in the IP and WDM layers.
routers) in the IP layer. The virtual links together A Fixed Upper Dynamic Lower approach is not
with the IP routers form a virtual topology. All IP  feasible, since the IP routing has to react to changes
routers are sources and destinations of aggregateaf the virtual topology. Note that the terms Fixed
backbone traffic, which is converted into an optical Lower and Dynamic Lower apply to dynamics of
signal by the line cards and directly fed into OXCs. the realization of the virtual topology. Idle light-
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Figure 1: IP-over-WDM network: optical cross-connecteinbnnected by fibers constitute the physical topology, |Bnbuters
interconnected by lightpaths constitute the virtual togg!

paths are dynamically switched off in all the con- base network can be suboptimal especially in low-
sidered approaches. demand hours.

Fig. 2 shows a simple example illustrating how In contrast, WFL and DupL with the objective
the approaches UL, DUFL and DupL can de- of minimizing number of lightpaths are NP-hard
crease the number of active line cards in a low-optimization problems, as they generalize the unca-
demand hour. We limit the number of nodes, links pacitated fixed charge flow problem [18, 19]JuEL
and demands in this example in order to keep itis a single-layer network design problem which can
clear and easy to follow. The physical fiber instal- be solved to optimality in a reasonable amount of
lation and the hardware configurations at the noded¢ime in practice; see Section 6 and [4, 5]ubL
from the base network are fixed for all approachesis a computational challenge since it involves op-
New line cards must not be installed. Two traffic timizing two coupled network layers simultane-
matrices are considered. The static base networkusly, similar to designing the base network; see
is designed to accommodate the peak traffic ma{7, 20, 21, 22, 23].
trix. The approachesU¥L, DUFL and DuDL are Dynamics in the IP routing (DFL) may allow
applied in the low-demand hour starting from the more line cards to be switched off, compared to
base network. The columns of the subfigures inFurL, by choosing a smart IP routing in each de-
Fig. 2 correspond to the base networkAe, DUFL mand scenario, but it may lead to instabilities of
and DuDL respectively. The first row shows the connection-oriented protocols (e.g. due to overtak-
routing of the IP demands, the second one depicting of packets upon the change of the IP routing).
the virtual topologies, and the last one illustratesMoreover, decisions about the IP routing changes
the routing of lightpaths over the physical topology. need to be forwarded to all involved routers. Even
FUFL can switch off a lightpath between nod&s more signaling is needed for additional dynam-
andC (the dotted one routed viain Fig. 2(i)) due ics in the WDM layer (ubL). It has to be en-
to a decrease of traffic. IFL changes the rout- sured that no packets are lost in the reconfiguration
ing of IP demands to additionally make the light- phase, when lightpaths are torn down. (G)MPLS
pathsAC (dotted, routed vid in Fig. 2(i)) andCD including the traffic engineering extensions is a
idle. Eventually, upL adds a virtual link between potential candidate for controlling and managing
nodesB andC, which does not exist in the base net- the paths. The reconfiguration itself is non-trivial
work (compare Fig. 2(e) and (h)). This additional though since it requires the use of OXCs to dy-
link and the new routing of the IP demands allows namically change virtual links (typically realized
to further decrease the number of active line cardsby point-to-point connections nowadays). Energy-

FUFL is the most restrictive option. It is the eas- efficient network design may have an influence on
iest to be realized in practice since it does not re-resilience and QoS (Quality of Service) in the net-
quire any optimization but only monitoring of the work in terms of packet delay, jitter, packet loss
lightpath utilization. Decisions on switching line as well as on network throughput, since switch-
cards on and off can be taken locally. Its drawbacking off line cards decreases the capacity of the net-
is to rely on the routing defined by the base net-work. Moreover, network devices being repeatedly
work, no matter what it is (single-path, weighted switched on and off may be more prone to failures.
multi-path, etc.). The routing taken from the static The detailed study of such operational issues as
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Figure 2: A simple example showing how the approachesLE-DUFL and DuDL decrease the number of active line cards. There
are five peak demand#B = 1.3, AC = 2.1, AD = 1.2, BC = 0.7,CD = 0.8), which decrease in the low-demand ho&B(= 0.6,

AC = 0.4,AD = 0.9,BC = 0.6,CD = 0.0). The physical topology is fixed (solid lines in subfigurgs({), each line corresponds to a
single fiber of capacity3 = 3 wavelengths). The granularity of the virtual link cappd#C = 1 (two line cards). In the low-demand
hour 2 6, and 8 line cards are saved witiii, DUFL, and DuDL, respectively.

mentioned above is beyond the scope of this papeiof the saving potential (what kind of network el-
We also do not provide an algorithm or protocol ements can be switched off), the approach taken
to actually reconfigure the network when the traffic to determine the energy savings (analytical, opti-
demand changes. Indeed, the goal of this paper isization or simulation), the considered scenarios
to compare the three approaches from a conceptugtopology, traffic, power and cost values) and the
perspective and to give an upper bound on their endynamics of the network over time.

ergy saving potential. In this respect, the savings Dynamic routing in the optical layer: The
with DuDL serve as an upper bound for those with pqyer-aware Routing and Wavelength Assignment
DuFL, which in turn serves as a benchmark forthe(pA_RWA) problem is proposed by Wu et al. [24]
more restrictive BFL. In practice, a trade-off be- 54 formulated as a MILP. Energy savings can be
tween potential energy savings and the complex,chieved by switching off OXCs and optical am-
ity of reconfiguration needs to be found on a given jifiers according to three proposed algorithms. A
time scale. rough lower bound is also presented. Investiga-
tions of bidirectional rings and generic meshes of
up to 32 nodes without wavelength conversion, and
with a large number of fibers on each link and of
Although energy saving is quite a new subjectwavelengths per fiber compared to the number of
in the wireline networking research, it has alreadylightpaths (random requests with no dependency on
been addressed in numerous papers since the pitime) revealed that smart routing of lightpaths in
neering work by Gupta and Singh [16]. We focus the WDM layer may bring significant energy sav-
on routing to save energy and divide the papers intangs against the shortest path routing and first fit
three groups depending on the dynamics of routingvavelength assignment. The authors assume that
at different network layers. We look at the source both the power of an amplifier and the power of an
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OXC are equal to 1 kW, however no justification by adjusting routing of flows, choosing appropri-
for this value is given. ate chassis type at each node in terms of capac-
Silvestri et al. [25] make use of traffic groom- ity and power, and allocating appropriate number
ing and transmission optimization to reduce energyand type of line cards at each chassis. The pro-
consumption in the WDM layer. Traffic grooming posed MILP minimizes power of all the chassis
shifts traffic from some fiber links to other ones and line cards in the network. The authors support
in order to switch empty ones off, and transmis- their approach with measurements of power con-
sion optimization adjusts dispersion managemensumption of routers (Cisco GSR 12008 and Cisco
and pulse duration which decreases the need for us#507). They point out that the power consumed
ing in-line 3R regenerators. Taking the simulative by the routers shows only little dependency on
approach (OPNET SP Guru Transport Planner), thehe load (data rate, packet size, packet inter-arrival
authors consider a European transport network (2@imes). Despite router chassis being the most
nodes and 46 links) with and without OXCs, and power-hungry elements of the router, its power
scale a traffic matrix to mimic changing demands.consumption is highly dependent on the number
The power consumption of an optical amplifier is and type of installed line cards. Using the power
estimated to 200-500 W and the power of a 3R re-measurements and the MILP the authors investi-
generator to 2-5 kW (unreferenced). The resultsgate power consumption of 3 random and 4 Rock-
show that transmission optimization may lead toetfuel networks (7-21 nodes, 18-134 links) with
the elimination of in-line 3R regenerators, and thattraffic matrices generated according to the gravity
traffic grooming allows to switch off significant model. The traffic is scaled with several factors
number of links. in order to observe changes of power consump-
B. G. Bathula and M. Alresheedi and J. M. H tion in dependence of the load. The dynamics of
Elmirghani [26] leverage node clustering and any-traffic over time is not considered. After relax-
cast routing to obtain a trade-off between the en-ing some constraints, the authors find out that min-
ergy consumption and the average requests lost duenum power consumption coincides with chassis
to the sleep cycles of nodes in the clusters. In ordethat can accommodate a large number of line cards
to allow clusters to be switched to an OFF state,and line card capacities that closely match demand.
requests are destined to a set of nodes. If a des- Chiaraviglio et al. [30, 31] focus on power con-
tination cannot be reached due to its intermediatesumption in hierarchical networks, where it is pos-
node belonging to a cluster in an OFF state, thesible to turn off nodes and links. They consider
next available destination can be chosen under aca single-layer routing problem with time-varying
ceptable bit-error-rate (BER) and propagation de-demands, model it with a MILP [30], and use nu-
lay. The proposed algorithm is applied to the NSFmerous heuristics [30, 31] to solve it. Randomly
network (14 nodes and 21 links) with four clusters, generated network topologies consisting of 10 core
where call arrivals follow a Poisson process. To-nodes, 30 edge nodes and 120 aggregation nodes
tal power is calculated using the energy per bit forare considered in [30], and a network similar to the
a core wavelength routing node (WRN) and for anone of the largest Internet Service Providers (ISPs)
optical amplifier (approximately 10 nJ and 0.1 nJin Italy consisting of 8 core nodes, 52 backbone
respectively) as well as the power of a transmit-nodes, 52 metro nodes and 260 feeders is consid-
ter and a receiver (unreferenced). The authors disered in [31]. A matrix of traffic demands between
cuss the simulation results in the light of a trade-off the aggregation nodes [30] and feeders [31] is ran-
between the average power consumed for each redomly generated. In order to mimic the dynam-
guest and average request blocking as functions oits of traffic over time, the traffic matrix is scaled
load in Erlangs and number of clusters in an OFFby a sinusoidal [30, 31] and the ISP’s profile [31].
state. Time intervals of 5 minutes over a day are con-
Dynamic routing in the electrical layer: Elec-  sidered. The authors show significant reduction of
trical network components offer a high potential of power consumption with the proposed heuristics.
energy savings due to their high power consump-While [30] reports on the percentages of nodes and
tion [27, 28, 29]. Usage of dynamic routing in the links that can be switched off, [31] assumes unref-
electrical layer for energy saving has been investi-erenced power values of amplifiers and router in-
gated in several papers. Many of the approacheserfaces.
presented there share the concept withFD Multiple physical cables forming bundled links
Chabarek et al. [15] introduce power-aware net-are considered in [32]. Authors propose three
work design, where power consumption is reducecdheuristics to maximize shutdown cables, and in-
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vestigate three network topologies (a hierarchicalutilizations the authors predict that most of the time
one with 50 nodes and 148 links, Waxman with 50 EATe will have negligible impact on latency. Sta-
nodes and 169 links, and Abilene with 39 nodesbility of EATe under traffic changes and handling
and 28 links) under traffic demands generated withof link failures are also presented.
a classical entropy model. Reported relative energy Puype et al. [35, 36] investigate multi-layer traf-
savings versus bundle size (number of cables in dic engineering with the objective of reducing the
logical link) reveal that the energy savings increasepower consumption in IP-over-optical networks.
sharply as the bundle size increase to 2 or 3, and’hey assign higher routing costs to lightly loaded
that the performances of the three heuristics are allogical links in order to empty them after IP rerout-
most indistinguishable. Authors discuss also theing. Empty logical links are removed from the ac-
running time of the heuristics, which range from 6 tual logical topology to save energy. Since rout-
seconds to 7 minutes for the Abilene network. Per-ing of logical links is not considered, we clas-
formance of the heuristics under dynamic traffic is sify this work as dynamic routing in the electri-
not discussed. cal layer. Applying an algorithmic approach to a
Energy Profile Aware Routing (EPAR) intro- 14-node network under a traffic pattern based on
duced by Restrepo et al. [33] assumes the depera uniform distribution, the authors show significant
dency between the energy consumption and thg@ower savings against a full-mesh logical topology.
traffic load or traffic throughput of a particular net- Traffic characteristics cover diurnal traffic varia-
work component, which is referred to as the Energytions - off-hour traffic is equal to 0.25 of the peak
Profile. Energy can be saved by choosing compodraffic. Authors investigate the case when logical
nents with appropriate Energy Profiles. EPAR (for- topology updates are slower than the diurnal traffic
mulated as a linear equation system) using five Envariations and the opposite one under the assump-
ergy Profiles for routers (energy consumption rangetion that power of router interfaces (line cards) de-
0 - 15 kWh under 0 - 3.2 Thps traffic, respectively) pends on the carried traffic. The authors discuss
is evaluated on a Germany50 network (50 nodestwo ways to influence the power versus bandwidth
88 links) under fully-meshed traffic (no further de- (load) curve, i.e. idle power reduction (by e.g.
tails about the traffic available, traffic dynamics not matching line rates with traffic volume, or reducing
considered). Shortest (least hop) path routing isclock rates) and the scaling of equipment power re-
used as a reference. Significant energy savings arguirements using newer CMOS technology. Both
shown. Cubic Energy Profiles turn out to be espe-of them influence the results of the considered traf-
cially efficient. Convex profiles achieve higher en- fic engineering approach. Normalized power val-
ergy savings (against the shortest path routing) thames against the maximum power are reported.
the concave ones due to multi-path routing making Dynamic multi-layer routing : The possibility
use of low power consumption over broader loadto change the routing in both the IP layer and the
range. WDM layer intuitively offers the greatest opportu-
Energy-Aware Traffic Engineering (EATe) in- nities for energy savings.
troduced by Vasi¢ and Kosti¢ [34] is another ap- Extensive work on power-efficient networks has
proach for energy saving. Changing routes aimsbeen done by the group of Prof. Tucker. [28]
not only at switching off links and routers, but also is especially relevant to our work. It tackles IP-
at rate adaptation. The authors evaluate EATe orover-WDM backbone transport networks with no
five Rocketfuel topologies (19-115 nodes, 68-2960XC switching capability. The authors formu-
links) using ns-2 simulations, TRUMP traffic and late a MILP to minimize power consumption of
given drop margin, which determines the numberthe network in two layers (router ports, transpon-
of links that EATe tries to push to a lower energy ders, and Erbium-doped Fiber Amplifiers can be
level. Four uniformly distributed energy operating switched off), and propose two heuristics for
rates with quadratic energy savings between thenenergy-efficient IP-over-WDM networks ("direct
are used, and relative energy savings are reportedypass” and "multi-hop bypass”). They consider
It is shown that EATe manages to completely re-three networks: a test network with 6 nodes and
move traffic on up to 31% of the links (depending 8 links, the NSFNET network with 14 nodes and
on the number of alternative paths for the traffic 21 links, and USNET with 24 nodes and 43 links.
in the network), without a significant increase of The heuristics are compared against the optimum
link utilizations. It is also possible to put routers solution and LP relaxed solution (for two smaller
to sleep with little increase of link utilizations, as networks), and against "non-bypass” network (for
well as make use of rate adaptation. Based on linkall the networks). The relaxation of a MILP is
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achieved by allowing all the integer variables to consumption with the dominating contribution of
take real values. Assuming static, uniformly dis- the IP equipment. The investigations show that
tributed random traffic and realistic power valueson a fixed network architecture and under chang-
for the considered networks, the authors concludeng load similar amount of energy is consumed
that the IP routers contribute the most to the powemetwork-wide no matter whether CAPEX mini-
consumption of the network. Moreover, they point mizing approach or power minimizing approach
out that the power savings achieved by the lightpaths taken. The most cost-efficient architecture is
bypass strategy increase with the network size, andiot always the least energy consuming one under
that the power consumption distribution across thecertain load though. The optimal architecture in
network nodes has a large variance for the "non-terms of power consumption is dependent on the
bypass” case, as opposed to the "direct bypass” anthter-node traffic demand. However, the relative
"multi-hop bypass”. Eventually the authors note power contribution of different network layers
that minimizing energy and minimizing cost gives is independent of the average inter-node traffic
similar results in all the considered scenarios. demand for both IPoWDM and IPOOTNoWDM. A
Yetginer and Rouskas [37] consider a two-layerprediction on future power of network equipment
architecture with each node equipped with an OXCis also made.
and a DXC. Routing of lightpaths over the phys- Routing in IP and optical layers is also consid-
ical layer (fibers) and routing of traffic over the ered by Shen et al. [39]. The ILP proposed by
lightpaths are taken as variables in the proposedhe authors has two objective functions, minimiz-
ILP. Following the metric proposed in [15], the ing power or cost of the network. The same 6-
authors of [37] define the power consumption of node 8-link network as in [29] is considered. It
the network as a weighted sum of the numberis fed with random traffic (uniform distribution
of lightpaths and total amount of traffic electron- with varied maximum value). The same values for
ically routed. Three objective functions originate power [15] and cost are applied, with the only dif-
out of this metric: Minimum Number of Active ference that each processed traffic unit consumes
Router Ports (minL), Minimum Amount of Elec- additional power, but contributes no costs. En-
tronically Switched Traffic (minT) and Minimum ergy can be saved by varying amount of the pro-
Power Consumption (minP). A 6-node network cessed traffic, number of chassis, line cards and
with 8 links under random traffic (uniform distri- transponders equipped at a node. The authors
bution with varied average value) is studied. Theshow that multi-layer networks consume approx-
power consumption of a lightpath under no loadimately 80% of the total power consumption of
(fixed power consumption) is equal to 0.25 of the networks with no bypassing of routers (referred to
power consumption of a lightpath under full load as IP networks). The authors also show that the
(maximum power consumption). The results in- profit of diversified-volume lightpaths in terms of
dicate that minP uses only a few more lightpathsnetwork power-efficiency against non-diversified-
than minL. The difference between minP and minT volume lightpaths decreases with increasing load.
in terms of electronically switched traffic vanishes Eventually, the power-minimized network is shown
as the network load is increased. Traffic dynamicsto be more power-efficient than the cost-minimized
over time is not discussed. network due to penalty for traffic processing. Dy-
A trade-off between energy-efficiency and namics of traffic over time is not taken into account.
CAPEX minimization is studied by Palkopoulou  Chowdhury et al. [40] compare Mixed-Line-
et al. [29]. Two network architectures are Rate (MLR) networks with Single-Line-Rate
considered: IP-over-WDM (IPOWDM) and (SLR) networks in terms of energy cost. They use
IP-over-optical-transport-network-over-WDM a MILP which determines the number of installed
(IPoOTNoWDM). Energy-efficiency is optimized fibers, the virtual topology and routing of traffic
(the optimization model is not presented in the over the virtual topology. The physical routes of
paper) in the Germanyl17 network under randomlightpaths are determined by Dijkstra’s algorithm,
traffic (uniform distribution with varied maximum however the link weights are not specified in the
value, but no dynamics over time). Transport link paper. Energy can be saved by varying the num-
failures and core router failures are taken intober of transponders, in-line amplifiers and amount
account. Cost values taken from [38] and powerof electronically processed traffic which increases
values according to internal Nokia Siemens Net-power consumption. Using transponders of differ-
works estimations apply. Transponders, router porent rates (10, 40 and 100 Gbps) with power val-
cards and EXC port cards contribute to the powerues unreferenced due to lack of space, the authors
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show on the NSFNET network (14 nodes and 22Most attempts to solve robust network dimension-
links) subject to unreferenced traffic matrix that ing problems, however, assume single-layer net-
MLR networks are more energy-efficient than the works; see [12, 13, 43] and references therein.
SLR ones. Moreover, they point out that correla- Given detailed traffic measurements, our ap-
tion between CAPEX minimized and energy mini- proach is based on constructing a single demand
mized networks depends on the CAPEX model. In-matrix that refers to all peak demands over time.
fluence of changing traffic demands over time onThe base network is then dimensioned with respect
the energy savings is not discussed. to this maximum matrix which ensures that every
Our contribution : Various approaches to en- single traffic scenario can be realized. The base
ergy saving on different layers have been proposecdhetwork can be considered being cost-minimal
so far in the literature. They all show that sig- among all networks that allow to route the con-
nificant energy savings can be achieved, howevestructed maximum demand matrix. Note that al-
it has been stressed in many papers that the prehough common in practice, this approach is poten-
sented MILPs are NP-hard, and therefore small nettially producing overprovisioned networks. There
works considered or heuristics applied. Moreover,might be cheaper topologies that cannot accommo-
random traffic data and unreferenced power anddate the maximum traffic matrix but all single traf-
cost values have been used in some papers. Odit scenarios (with static IP routing). It is also typ-
work extends the work presented above in that wecally unlikely to have all demands at their peak
consider and compare several rerouting strategiesimultaneously. For our study, however, this ap-
on different layers in the IP-over-WDM network proach based on a maximized matrix is reasonable
(FufFL, DuFL, DubpL). We evaluate the poten- since our main goal is to compare the three differ-
tial energy savings using sophisticated mixed inte-ent energy saving concepts among each other rather
ger programming methods with time-varying traf- than providing the cheapest among all robust base
fic demands obtained from measurements in realisnetworks.
tic networks, using realistic cost and power con- LetV be the set of all demand end-nodes and let
sumption values of the network equipment. We di(t.) be the undirected demand value for each pair of
cover different time scales, temporal and spatialnodes i, j) € V x V,i < j and each point in time
distribution of traffic, and demand scalings. We t € T. We compute the maximum demand matrix
find solutions which are mostly optimal. Moreover, (dij)g.jjevxv by
we have found no previous work which considers
FUFL ([25] is the closest in the WDM layer). dij = r{lf%lei(?, (1)
and calculate a minimum-cost IP-over-WDM net-
work which satisfies this maximum demand matrix.
. . Our model used to cost-optimally design the
In the first step we design an IP-over-WDM net- . o vork is close to the one used in [6, 7, 22,

work including the |n§tallat|on of fibers and all nec- 44, 45]. We optimize both network layers at the
essary hardware. This network serves as a basis for

! o . . . same time in an integrated step. The model com-
our investigations, and is considered todbatic - ) ) .
o . . prises all relevant sources of installation cost both
it is independent of demand fluctuations over time,:

and all hardware equipment as well as the IP rout—m the 1P and the WDM layer. Extensions of this

ing and the realization of lightpaths in the optical model are later used to evaluate the energy savings

. ' . s in different demand scenarios.
domain are fixed and powered on. Given this base :
Parameters Assuming all network elements to

network, we then compare the three approache%e bidirectional. we model the ontical | b
minimizing the number of active line cards. . iy pucal fayer by an
undirected physical supply netwo® = (V,E)
consisting of the node¥ and the physical links
E. Every nodd € V can be equipped with an IP
Designing a cost-minimal multi-layer network router out of the seN of IP routers. Every router
that allows to realize a given demand matrix is an € N has a maximum switching capacity Bf
highly complex problem which is far from being and a cost ofx". Every physical linke € E can
solved yet; see for instance [7, 20, 21, 22, 23].operate an arbitrary number of fibers at ggfsper
The problem becomes even harder if multiple de-fiber, each supporting wavelength channels. For
mand matrices are to be considered, leading to rosimplicity and due to the absence of realistic power
bust multi-layer network design problems [41, 42]. data we do not consider different optical nodes to
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4. Methodology and mathematical models

4.1. Design of a base network



be available. Instead we assume a pre-installed opat least one demand. For commoditye K and
tical cross-connect (OXC) of infinite capacity at ev- every node € V we define the net demand value
ery network node. The model (2) can be easily ex-

tended by a physical node model though. Also note . v fori=k
that we include some cost for OXCs in the cost of d = —de otherwise
fibers; see Section 5. .

For every node pairi(j) € V x V,i < |, the
setPy, j denotes all admissible routing pathsGn
between nodesand j, which can be used to realize
lightpaths. Le® be the union of all these paths and S )
P; the set of all paths ending at nodeEvery path !"Ode' is given by th.e sum of a}ll demanf's having
p € P can be equipped with multiple lightpaths of its 50‘%“’6 or target in that _'S’di = Tkek[d1-
capacityC. Each bitrate uniC on a pathp incurs Variables: The flow Var'§b|93fi'§’ fi € R, de-
the costy of line card interfaces at the end-nodes Scribe the flow for commodit on the virtual link
of p and consumes one wavelength channel in the?&tween andj in both directions. Notice that the
physical network on every physical link of the path. flow variables are not defined for individual light-

Demands and commoditiesWe assume that IP Paths. The variables aggregate the IP traffic on all
traffic can be arbitrarily split and routed via multi- lightpaths with end-nodesand j. This is possi-
ple virtual paths, as mentioned in Section 2. Thisb_le bec_ause the actual physical represe_ntatlon of a
is modeled by a standard so-called splittable multi-Virtual link does not matter for the IP routing. Only
commaodity flow [46] on the IP network layer. We the total capacity between any two nodes is of inter-
remark that the main motivation behind this as- €St for an IP demand in our model. Also notice that
sumption is computational tractability since any by t.he definition of the comnjodi.ties above the flow
more restrictive routing assumption (e.g. Sing|e_var|able:~3 agg'reg_ate.IP trafﬂp with 'the same source
path flow or path length restrictions) would involve Nde. The distribution of virtual link flow to the
using discrete flow variables and/or additional flow chosen physical representations and also the disag-
constraints. From the practical point of view, we 9regation of the commodity flows to individual de-
refer the reader to [47] for a discussion on the simi-Mand flows can be done in a postprocessing step,
larity of load distribution in a network using multi- 2S €xplained below and in [22, 44]. Both aggrega-
commodity flows and a network using the ospFrtion techniques S|gn|f|can_tly r_educe the size of the
(Open Shortest Path First) protocol with ECMp Model compared to considering flow variables on
(Equal-Cost Multi-Path) routing and clever weight individual physical representations and for individ-
setting. ual point-to-point demands.

We introduce commodities based on the given Variablesy, € Z, countthe number of lightpaths
point-to-point demandsi;, (i, j) € V x V,i < jin  realized onp € P. Similarly, ye € Z, denotes the
order to model a multi-commodity flow. There are number of fibers installed on physical like E.
mainly two approaches related to the definition of The binary variable' € {0, 1} states whether or not
commodities [5, 46, 48, 49]. The first is to consider routernis installed at nodee V.
one commodity for every non-zero point-to-point  Model: The problem of minimizing the cost for
demand. This approach results in the so-called disa feasible network configuration and routing satis-
aggregated formulations which can become hugdying the demand matrixl can be formulated as
already for small networks. The number of vari- the MILP (2). Equations (2a) are the flow conser-
ables and constraints in such models is in the orvation constraints for every node and commodity,
der of O(IV|*) and O(V|®), respectively, just for formulated on the complete virtual lay®t x V.
modeling the flow. For smaller models and to re- Inequalities (2b) choose a subset of paths between
duce computation times it is common to aggregatethe node$ and j and install enough capacity to ac-
demands at common source nodes which leads tcommodate all the virtual link flow corresponding
commodities having one source but several targeto (i, j). The virtual node capacity constraints (2c)
nodes. This modeling trick reduces the number ofmake sure that the capacity of a node suffices to
commodities to at mogV| and the number of vari- switch all the incoming traffic, including the ema-
ables and constraints in the multi-commaodity flow nating demand. Constraints (2d) select one router
model toO(|V|®) andO(|V|?), respectively. configuration at every node. Eventually, the physi-

In the following the set of commoditids C V cal link capacity constraints (2e) make sure that the
corresponds to those nodes\vrthat are source of number of available wavelengths on a fiber is not
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With this definition we subsume all demands
whose source ik € V. It holds that}};.y dik = 0 for
all k € K. The total demand valug of a network



exceeded. FuFL : Consider a demand between nodasd
j with base valued;;. In each low-demand hour

min. Z a"™x' + 72 Yp + Zﬁeye t € T where this demand has vald%’, we reduce
1evineN P eE the flow on each patip used to transport this de-
DU(Hh- 1) = d< ieVikek (2a)  mand by the factod/d;; € [0,1] and reduce the
jev\ii} capacity on the path accordingly. As all flows for
Cv. — £ 9 > 0, (i, j) e VxV this demand are scaled by the same factor, the rel-
DEZP:J_) Y %:4( i+ )= 0 0 0)e ative share of traffic on each used path remains the
1)

(2b) same as before.
To state it more precisely, consider a pathsed

Z R — Z Cyp 2 d, i€V (2¢)  to route demand;;. In scenarict € T, we reduce
neN peP the flow fromf{"” to
X< eV (2d) I
neN f'gl,l) = f'g"]) -di(?/dij.
Be— > Yp 2 0, ecE (2e)
. Let

peP:ecp ¢ o . f(i,j)(t)

X fX e Ry, Yp,Ye € Zy, X' € {0, 1} (2f) poo= Z P

e e

The flow for commoditiek € K on virtual link be the total flow on paﬂp after reducing the flow

(i, ]) € VXV has to be disaggregated in two stepsfor all demands. Then the capacity on that path can
in postprocessing. First, we have to disaggregat®ye reduced fromgase to

the flow from the virtual linksi( j) to all physical

representationp € P with end-nodes and j (in

both directions). By (2b) this can be done respect- Yp(t) =
ing the installed capacities - y, for p € Py j). Let

fg denote the flow on patp for cpmmodltyke K. Whereygase is the capacity of the virtual linkp

In a second step, the commodity fldiff has to be i the base network. Remember that variallgs
disaggregated to a flow for every individual point- ~ount the number of lightpaths qme P. Hence
to-pointdemandi( ) € V<V, wherei corresponds  this procedure corresponds to shifting traffic be-
to the source of commodit and j to one of its  yeen parallel lightpaths, that s, lightpaths with the
targets. Since commodities have been aggregateghme realizatiop € P. No optimization is needed.
from demands at common source nodes, this cafom a practical perspective alternativerE prin-

be done in a greedy manner by iteratively subtractjples might be of interest. Traffic could be shifted
ing thg necessary individual demand flow fgr every petween all pathp € P having the same end-nodes
targetj from the(ig)lven aggregated commodity flow. (; jy ignoring physical representations. This could
We denote byfy"” the flow for demandi(j) with  requce the number of active lightpaths even more

fp(t)

valued;; on pathp. and completely relies on information available at
. i . the IP layer. Additionally adjusting the splitting of
4.2. Evaluation of different demand scenarios demands across IP multi-paths could further con-

In the following, we explain how we adapt model tribute to energy savings. For ease of exposition
(2) to evaluate the possible energy savings forwe neglect to study theseJFL variants here.
FuFL, DUFL and DupL under dynamically chang- DuFL : For everyt € T, we compute a new IP
ing demands. The complete model variant&D  routing by using a variant of model (2). The virtual
and DupL) are presented in the Appendix A. The link capacity variableg, can be reduced compared
notation for all models and the postprocessing stepso the base network, but not augmented. This is en-
is summarized in Table 1. For all approaches wesured by adding the constraiyy < y‘;ase to (2) for
fix the physical network by fixing the variablgs  all p € P. The IP flow can be rerouted without any
to the valueg2®* from the static base network. We further restrictions such as to minimize the number
also fix the variables' of the installed IP routers of active line cards. Hence an energy optimal rout-
together with all installed line cards at each nodeing for every time period € T can be computed by
i € V according to the base network solution. Thefixing and bounding variableg, x" andy, in (2)
capacity of the IP router installed at nodis de- as described above, using the demand matfix
noted byRibase. instead ofd, and changing the objective function to
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Table 1: Notation used in the MILPs and postprocessing steps

Symbol Description
G = (V,E) undirected physical supply network with nodésnd physical link€
Pa.p set of all admissible paths i@ between nodeisandj
P set of all admissible paths @, that is,P := U jevxv P,
P; set of all admissible paths ending at nodiat is,P; := Ujev P j)
N available set of IP routers
R" switching capacity of router e N
» a" cost of routemn € N
% B capacity of a fiber in terms of supported wavelengths
E on cost of a fiber installed at physical lirdke E (length dependent)
g C capacity (bitrate) of a lightpath
vy cost of a lightpath (based on the cost of line card interfat&®th ends)
K set of commodities, corresponding to all source nodés in
T set of considered points in time (time periods)
. di(? demand value with sourdéeand targef (attimet € T)
w dik(t) net demand value for commoditye K and node € V (attimet € T)
- d® total demand value of node= V (at timet € T)
« dij demand value with sourdexnd targef (max over time)
5;3_ dik net demand value for commodike K and node € V (max over time)
di total demand value of nodes V (max over time)
@ f¥, fi € R, flow for commodityk between nodeisandj (in both directions)
% Yp € Zy number of lightpaths realized on patle P
c>’E Ve € 7 number of fibers installed on physical lieke E
x'€{0,1}  decides whether to install routerat node € V or not
ygase number of lightpaths realized on patte P in the base network
o ypase number of fibers installed on physical lieke E in the base network
§ ﬁ Rbase capacity of IP router installed at node V in the base network
kS fx flow on pathp € P for k € K in the base network, computed froff, fs
é £ flow on pathp € P for demandy( j) in the base network, computed froffy
>
A . féi'j)(t) reduced flow on patlp € P for demandi(, j) attimet € T
é fp¥ total reduced flow on path € P attimet € T
ypl reduced capacity on paghe P at timet € T
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minimize the number of active lightpati$,.p Yp. 4x10 GE port card, and a 4x10G ELH muxponder
The detailed model (A.1) to reoptimize the routing at Nobel-cost of 192. A lightpath is set up us-
in every time step using the strategwEL can be ing these interfaces at both ends of the path, hence
found in the Appendix A. v = 38.84. The power was evaluated by combining
DuDL : We are allowed to change the IP rout- a Cisco 4-port 10-GE Tunable WDMPHY PLIM
ing as well as the virtual topology including physi- and a Modular Services Card which together con-
cal representation of the lightpaths. But we cannotsume 500 W [14, 27] and hence 1000 W for a single
install new line cards at IP routers. Similarly to lightpath.
DUFL, we use a variant of model (2) to compute an We assume an 80-channel optical system. Fol-
energy-efficient network in each demand scenaridowing [38], an optical fiber installed on a
t € T. In contrast to the previous case, the aug-physical link is composed of optical line am-
mentation of virtual link capacity variablggis al-  plifiers (OLA), dynamic gain equalizers (DGE),
lowed in addition to changing the flow variables. dispersion-compensating fibers (DCF), and WDM
In order not to exceed the number of line cards in-multiplexers. As in [38] we assume an OXC
stalled at each node in the base network, we add theo be composed of wavelength-selective switches

constraints (WSS), which results in a fixed cost and a cost that
Zyp < Zygase linearly scales with number of connected fibers.
peP; peP; We may hence map the latter to the cost of fibers.

The corresponding total cog® of a fiber de-
ends on the length of the actual physical link. In
ur case it holds thgg® € [21.16,31.83], g¢ €
[24.67,17916], andpB® € [20.85,134.63] for the

for every node € V. We then minimize the number
of used line cards for every demand scenario usin%
the same objective as ford¥L; see model (A.2) in

he A ix A. .

the Appendix networks Germany17, Géant, and Abilene, respec-
tively.

5. Data Network topologies We used three physical

supply network topologies as depicted in Fig. 3.

We have made an effort to use as realistic datarhe German backbone network Germany17 with
(network topologies, traffic demands, costs, and17 nodes and 26 links (Fig. 3 (a) and (b)) has
power) as possible. We have used the detailed hardbeen defined as a reference network in the- N
ware and cost model for IP and WDM equipment BEL project [50]. The Abilene network (12 nodes
from [38], which has been developed by equip-and 15 links, Fig. 3(c)) is an American network
ment vendors and network operators within the Eu-commonly used in the research community [51].
ropean NOBEL project [50]. Traffic data origi- The largest network we investigated (22 nodes and
nates from measurements and determines networg6 links, Fig. 3(d)) is the pan-European research
topologies, as reported further on in this section.network Géant, which connects European National
Our energy evaluations are based on the model preResearch and Education Networks (NRENS) [52].
sented in [27]. Other than in the original data, we treated two Ger-

Cost and power of network elementsin the  man nodes as one in Géant due to location prob-
following we briefly describe the network ele- lems.
ments we used to design the IP-over-WDM archi- Considering each single network we precalcu-
tecture (see Fig. 1(b)). Every network node can belated the se®; j) of the 50 shortest paths for po-
equipped with one out of 13 different IP routers ac- tential lightpaths for every node pair, {). The
commodating 16—208 line cards with a capacity oflength of a physical link was computed by using the
640-8320 Gbps. Routers with a capacity of morespherical distance of its end-nodes. The paths were
than 640 Gbps are multi-chassis configurations indimited in total physical link length to 3000 km.
curring a multi-chassis setup cost such that the cosThere are three physical links in the Géant network
for the smallest router with 16 slotsd8 = 16.67  with a real length greater than 3000 km (Israel—
and for the remaining 12 routers with 32 to 208 Netherlands, New York—Austria and New York—
slotsitroughly holdsthat' = 11167+(i—-2)-29.17  UK). We set these links to a length of exactly
withi € {2,...,13}; also see [38]. 3000 km. There is thus only the direct path pos-

We considered a 40 Gbps colored line card inter-sible between these nodes. This way we implic-
face that connects the IP router to the WDM sys-itly assume to provide the necessary regenerators
tem. To estimate the cost of this interface following on these three links at no cost.
[38], we combined a 40 Gbps IP router slot card, a Traffic demands The choice of the network
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Figure 3: Physical supply network topology, and sourcéitrdistribution. The area of a node represents its emandeéngand. The
DFN demands (a) are Frankfurt-centralized in contrast@¢oDWG demands (b). Notice that the New York node is omittechén t
Geéant figure (c).

topologies presented above was dictated by the limitrices to 15-minute traffic matrices by taking the
ited availability of traffic measurements. To vary maximum value for each demand over the whole
the ratio between demands and the capacity granaggregation interval (in contrast to [1]). Eventually
ularity, we scaled all demands by the same factorall matrices were mapped from the original DFN
such that the sun},;; d; of all demands in the locations to the Germany17 network according to
maximum demand matrix was 1 Tbps, 3 Tbps orthe smallest geographical distances.

5 Tbps. We refer to these values(t?s thexi mum A different set of traffic matrices was used for
total demand, while the value}’;.; dij’ denotes the  the Abilene network. It originates from the Abi-
total demand at timet € T. lene Observatory [54] and is available at [51]. The

One set of dynamic demands (for Germany17)original data of 5-minute time granularity has been
was taken from measurements in the year 2005 irhggregated to similar time intervals as for the DFN
the national research backbone network operatefneasurements (the whole year could not be cov-
by the German DFN-Verein [53], see Fig. 4 (a), ered due to data unavailability - we considered
Fig. 5 (a), and Fig. 5 (b). The original DFN data time intervals of 2 weeks between 2004-05-01 and
consists of the total end-to-end traffic in bytes ev-2004-07-24 instead). The traffic with 15-minute in-
ery 5 minutes over the day 2005-02-15, every daytervals over 2005-05-08 is shown in Fig. 4 (c).
of February 2005, and every month over the year Traffic matrices based on measurements in the
2005. According to our partners at DFN-Verein, Géant network [52] have been made available to us.
the traffic patterns in these periods were rather repThey were collected using Netflow statistics and
resentative. We aggregated the 5-minute traffic maBGP Routing Information Base (RIB). We consider
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Table 2: Network topologies and traffic

Network  Nodes Links Time granularity Reference
Abilene 12 15 every 15 min. of 2004-05-08, every day of 2064 &¥- [51]
ery two weeks between 2004-05-01 and 2004-07-24
Géant 22 36  every 15 min. over a day, every day over a month ] [52
Germanyl7 17 26 every 15 min. of 2005-02-15, every day of 2008, 50, 53]

02, every month of 2004 using DFN-measurements and
Dwivedi-Wagner model

traffic matrices with the original time granularity of out the domination effects caused by single de-
15 minutes over a day (Fig. 4 (d)), and time inter- mands in the measurements. Fig. 5 illustrates this
vals of a day over a month. effect for the daily total demand values over a

The traffic values for all networks have been con-month (a), and monthly total demand values over
verted to Mbps and scaled to obtain comparablea year (b). The topologies and traffic data are sum-
maximum total demand values (1 Thps, 3 Tbps andnarized in Table 2.
5 Thps). To get undirected demands between nodes
i andj we considered the maximum of the two cor-
responding directed demands.

As shown in Fig. 3 (a), the DFN matrices have
a centralized structure with a large demand ema
nating from Frankfurt, which is a large entry point
for cross-atlantic traffic; see [6]. They also ex-
hibit temporal peaks caused by single academic in-

stitutions sending large amounts of traffic to an-

other institution or to an international backbone
Therefore we also evaluated the energy savings in
Germanyl17 with demand matrices generated usin
the Dwivedi-Wagner (DWG) model [8] based on
population statistics. The resulting demands are
much less centralized (compare Fig. 3 (a) and (b),
the area of each node is proportional to its ema-
nating demand). The DWG model distinguishes
between data, voice, and video traffic and com-
putes demand values between two cities according
to their distance and their number of inhabitants,
employees, or households depending on the traffic
class. From the single demand matrx; Y, jevxv
obtained from the DWG model, we generated de-
mand matrices for all time periods by applying the
relative demand changes in the DFN measurements
to the computed DWG matrix as follows. Given the
DFN demandsi) over time, the maximum DFN
demandsl;;, and the static DWG demands, we

calculate dynamic DWG demand§’ in the fol-
lowing way:

6. Results

This section describes our computational results
on the data presented in the previous section. We
first explain the essence of our results using the
Germanyl7 network and the 96 DFN traffic ma-
trices given for every 15 minutes of 24 hours, and
discuss these results in detail. Thereafter, we il-
Iustrate that for DFL and DuDL these results are

g|]nvar|ant against changes of

e the ratio between demand values (scaled to
1, 3 and 5 Thps maximum total demand) and
the capacity granularity (40 Gbps lightpath bi-
trate),

the network (Germanyl7, Abilene, and

Géant),

e the time scale of the demands (every 15 min-
utes over a day, every day over a month, and

every month over a year), and

e the structure and spatial distribution of
the demand matrix (DFN measurements
or Dwivedi-Wagner model using population
statistics).

while we report on the influence of the maximum
total demand and the spatial distribution of traf-
fic (measurements versus population statistics) on
the success of L. All occurring MILPs have
been solved using @ Ex 12.1 [55] as a black-box
solver with a time-limit of one hour on a 64-bit In-

b := by - d¥/d; .

The time-dependent scaling facndﬁ)/dij takes

values in the interval [AL] normalizing the maxi-
mum DFN demand for every,(j). It hence rules
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Figure 4: Total demand over a day in Tbps for the scenarids Wis/5 Tbps maximum total demand. The traffic shows differen
levels of dynamics. The Germany17 (a), (b) and Géant derfdjrshows a typical day/night pattern with more short-ratghgeamics
for Germany17. The Abilene demand (c) is quite flat over the da

Table 3: Size of the MILPs to compute the base network in 6.1. Resultsfor the Germany17 network with DFN

terms of variables and constraints. Simple upper or lowantdo matrices over one day
constraints for variables are not counted.

Network variables constraints _VV_e could compute_ an energy-minimal solution
) within seconds or minutes for most of theuBL
bin  Z, R, scenarios on the Germany17 network with the 15-
Abilene 156 87 1452 237 minute DFN matrices for a day. For only a few
Germanyl? 221 6559 4352 468 ?nstances We hltthe time-limit with an Optlmal-
B ity gap (relative difference between the number of
Geant 286 3006 9702 773 line cards in the best solution and a mathematically
proven lower bound to this number) below 5%. The
optimization problem corresponding toubDL is
terms of variables and constraints is presented irharder to solve. All DL runs hit the time-limit
Table 3. These correspond to the size of modelwith optimality gaps of 11%-30% (1 Tbps), 6%—
(2). Notice that the size of the models (A.1) and 25% (3 Thps), and 3%-15% (5 Tbps). A higher
(A.2) cannot be explicitly stated since it very much relative optimality gap for DDL can be observed
depends on the concrete solution for the base netfor the 1 Thps maximum total demand than for
work. The number of variables however is always5 Thps. All comparisons of the three strategies
reduced since the variables for IP routers and fiber@re made against the lower bound on the number
are fixed. For FL even most of the path-variables of line cards in use, which corresponds to an up-
can be omitted if the paths are not used in the bas@er bound on the maximum possible energy sav-
network solution. Also the number of constraints ings in the considered scenario. Note that there
in (A.1) and (A.2) is bounded from above by the are no dual bounds for L since no optimiza-
number of constraints in (2). We do not count sim- tion is performed with this approach. For almost
ple bound constraints such as non-negativity con-all DUFL runs dual bounds and primal solution val-
straints or (A.1d). ues are identical, which means that the computed
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Figure 5: Total demand over time in Thps for the scenario Wifhbps maximum total demand, every day of February 2005, and
every month of 2004. The DWG matrices show the expected f@hawver time with peaks during the week, low traffic on weeken
(a), and a slightly rising demand over the year (b). In catitridie DFN measurements exhibit peaks caused by singlendisma

solutions are optimal. In the following figures we values correspond to the power consumption of a
hence removed the dual bound fouEL since it  single day. Accumulating these values over a year
cannot be distinguished from the (primal bound) (multiplying by 365) results in power consumption
solution curve. Whenever reporting on power val- of 1201/785/496/467 MWh over the year in the
ues we consider the total power consumptions ofs Tbps scenario.
all active line cards assuming a value of 500 W for Although we focus on the comparison of the
every single line card as explained in Section 5. FUFL, DUFL and DupL approaches, it may be in-
Fig. 6 illustrates the (close to) optimal power teresting from the practical perspective to evalu-
consumptions obtained withUFL and DUFL as  ate the energy savings against the static base net-
well as the power consumptions and dual boundsvork. One should however not overestimate these
for DupL for each of the three demand scalings. savings since the base network may be overprovi-
All the proposed approaches make use of the dysioned (peak demands typically do not occur simul-
namics of traffic and follow the total demand curve taneously). In the 3 Thps scenariwf reduces
(compare with Fig. 4(a)). The energy savingsthe power of the active line cards in low-demand
achieved with yFL and DuDL are nearly identical hours by up to 38% at 05:30 am (72% foluBL
and much larger than withtFL. The flexibility of  and 77% for ubL). Even in a high-load sce-
DUFL to reroute traffic saves a significant amountnario the savings are significant (17%, 39%, and
of energy compared toU¥L. In contrast, recon- 44% for FUFL, DUFL and DupL at 02:45 pm, re-
figuring the virtual topology in the physical layer spectively). Considering the power consumption at
(DubL) does not give much additional profit. In 05:30 am and 02:45 pm for a maximum total de-
the 5 Tbps scenario theU¥L and DubL curves mand of 3 Thps, 25% of power fordrL, 55% for
nearly coincide. The lower bound fordbL proves  DuFL, and 59% for iDL can be saved in the early
that only a small amount of energy can be savednorning compared to the peak hour.

compared to DFL. There seems to be more toler- e gpserve that already the easy-to-realizelF
ance in the 1 Tbps scenario. In this case we cangayes substantial energy. The savings however de-
not verify whether our DDL solutions are optimal pend on the ratio of the maximum total demand
or whether solutions closer to the lower bound ex-5,4 the capacity of a single WDM chanr@! If
ist. The constant periods of power consumption inyyis ratio is low (traffic demands are low compared
Fig. 6(a) correspond to the minimal number of line {4 5 coarse lightpath bitrate) there is little potential
cards that are needed to maintain IP connectivity. 5 save energy with BFL since a single lightpath
More precisely, in the 1 Tbps scenario, might be sufficient to transport demands between
the line cards of the network consume pairs of nodes. Such single lightpaths cannot be
0.89/0.75/0.50/0.38 MWh over the day switched off without the flexibility of IP rerouting
for  Base/RJFL/DUFL/DuUDL, respectively. — IP connectivity has to be maintained also in very
The corresponding values for 3 Tbps andlow-demand hours. On the other hand if the de-
5 Tbps are 2.11/1.52/0.94/0.82 MWh and mands are very large there are potentially many ac-
3.29/2.15/1.36/1.28 MWh. Notice that these tive lightpaths serving the same pair of nodes. The
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Figure 6: The figures show the power consumption in kilowaththe three strategies on the Germany17 network, DFN draffi
1/3/5 Tbps, every 15 minutes on February 15, 2005. The difieg between BrL and DUFL is much larger than the additional
benefit of DuDL. Note that the y-axes are not identical.

traffic on such a virtual link is likely to drop below ilar number of active line cards.
the 40 Gbps (80 Gbps, 120 Gbps, ...) threshold. It To understand the relatively poor outcome of
follows that with a constant bitrate of 40 Gbps for DubL, one has to consider two extreme scenarios.
the line cards and increasing demands (from 1 Tbpdf the demand in the network is very large, the vir-
to 5 Tbps) the relative outcome olUFL increases tual topology in the base network is close to a full
which can be observed in Fig. 6(a) - (c). Comparemesh (see Fig. 7(a)). SinceuBL may use any Vvir-
also Fig. 9(a) with 9(c) and Fig. 9(b) with 9(d). tual link from the base network, theU¥L solution
is (close to) optimal and DbL cannot benefit from

For alow-demand hour at 05:30 am in the 5 Thpschoosing lightpaths not existing in the base net-
scenario, Fig. 7(a) - (d) show the virtual topologies work. If, on the other hand, the demands are very
corresponding to the base network and the considsmall, the optimal virtual topology of the base net-
ered approachesuUfL, DUFL, and DUDL, respec-  work will be a tree. Both DFL and DupL will find
tively. Although FUFL allows to reduce the link a tree network. These trees might differ, but they
capacity (number of active line cards), the virtual yse the same number of line cards. Againm
topology remains nearly the same because existingannot benefit compared toUbL. For the success
virtual links have to be maintained even for small of DuUFL it is also crucial that we allow splitting
amount of traffic. In contrast, the virtual topology of traffic demands in the virtual domain, which lets
changes significantly with DFL and DubL. More-  DurL fill up the established lightpaths to a high ex-
over, lightpaths in DFL and DubL are highly uti-  tent. This is illustrated in Fig. 8(a) and Fig. 8(b).
lized, as opposed toUfL; see Fig. 8. Remember Moreover, the lack of power-hungry network ele-
that DUFL may only use virtual links that exist in - ments in the WDM layer [28] leads to the lack of

the base network in contrast to the energy savingyotential to save energy by rerouting of lightpaths.
scheme DL which may set up new lightpaths

(e.g. Hannover—Norden, compare Fig. 7(a) and6.2. Varying input parameters
(d)). Nevertheless the virtual topologies oUEL To make sure that the observed results do not de-
and DuDL are very close to each other with a sim- pend on specific assumptions on the network or the
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(c) DUFL 05:30 am (d) DupL 05:30 am

Figure 7: Virtual topologies of the base network and of thenpoted solutions with &FL, DUFL, and DupL at 05:30 am for the
Germany17 network with DFN measurements, maximum totalasheh® Tbps. The color of a link corresponds to the load (high)(r
and low (green)). The width of a link refers to its capacitheTsize of a node represents its emanating demand.

input data we evaluated the performance ofE, many17. The success obFL depends on the size
DuFL, and DupL for various parameter combina- of the demands while DFL performs constantly
tions of the network, the time scale, and the de-well with almost no additional benefit by using
mand scalings and patterns. Since the observed rddupL. Notice that with the Abilene network, all
sults were basically consistent over all these sceobtained network topologies and power consump-
narios, we show an example diagram for each of theion values are optimal.
variations. In the previous section,.we hfa\ve alregdy Varying the time scale Third, we varied the
shown that our results are nearly invariant againstime scale, which changed the structure of the de-
variations of the ratio between the demand and th§,5nq variations over time. For the DEN mea-
capacity granularity, compare Fig. 6(a) - (c). surements on the Germanyl7 network, we not
Varying the network: Second, we varied the only considered the 15-minute demand matrices
network topology by using the traffic measure- over a day, but also aggregated measurements for
ments on the Géant and Abilene networks de-every day over a month, and for every month
scribed in Section 5. Fig. 9 shows the power con-over a year, as explained in detail in Section 5.
sumption curves over time for these two networks.Fig. 10 shows the power consumption over time
The difference in the outcome of the three ap-with FUFL, DUFL, and DupDL for the latter two time
proaches is similar to the results observed for Gerscales on the Germanyl17 network with DFN de-
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Figure 8: Average virtual link utilization over all activertual links, Germany17, DFN, every 15 minutesubL and DUFL achieve
high lightpath utilization in contrast toUFL.

mands. One can see thavBL and DuDL are very  use with a maximum number of 2 lightpaths using
close to each other and can save much more energe same physical path. The DFN solution uses a
than FUFL also on these time scales. total of 50 paths with a maximum of 14 channels
Varying the demand pattern: Eventually, we Onthe same path. Note however that the total num-
varied the structure of the demands by using deber of lightpaths in use is almost the same in both
mands generated with the Dwivedi-Wagner (DWG) Scenarios (88 for DFN and 89 for DWG), because
model instead of the DFN measurements. Fig. 11the sum of all demands is identical (3 Tbps). Since
shows the power consumption over time with the FUFL, as explained in Section 4, may switch off
DWG demands on the Germanyl7 network. Itline cards only in the presence of parallel channels,
turns out that the essential result does not changdhe power consumption can only slightly be re-
The benefit of FL Compared to BFL is very duced with DWG demands. Here the Spatial distri-
|arge, and FEL and DubpL differ on|y margina”y_ bution of the traffic influences the impaCt obFL
The plotted dual bounds show that the networkapproach on energy saving. In contrast, we do not
topologies obtained in each time slot are close toobserve any differences foruFL and DubL.
the optimum. In particular, this shows us that this
effectis du:_e to structural differences of the consid--  ~ 1 ~usions
ered rerouting concepts and not the result of some
heuristic solution procedure. Our study has shown that a significant amount
On the other hand, it can be seen that the powebof energy can be saved by switching off line cards
reduction compared to the base network using then low-demand hours with any of the considered
FUFL approach is marginal, which is in contrast to reconfiguration strategiesufFL, DUFL and DuDL.
the results for the DFN demands (compare Fig. 6(b)The formulated MILP allowed us to provide high
with Fig. 11). Recall that the DFN traffic is quality estimates together with upper bounds on
very centralized with a large concentration of de-the maximum possible energy savings in the cor-
mand in Frankfurt, while the DWG demands are responding multi-layer optimization problems. We
more evenly distributed (compare Fig. 3(a) with used realistic topologies, traffic data, cost and
Fig. 3(b)). This has mainly two consequences.power values.
First, the line cards are more evenly distributed Summary of results The main result is that
among the nodes in the 3 Thps DWG solution with rerouting demands in the IP layer (BL) con-
a minimum of 2 line cards (Norden) and a maxi- tributes the most to the energy savings. Allow-
mum number of 15 line cards (Frankfurt, Leipzig, ing additional reconfiguration in the optical domain
and Muenchen) compared to a minimum of 1 (Nor- (DubL) barely brings any extra benefit in the con-
den and Ulm) and a maximum of 32 (Frankfurt) in sidered scenarios. Extensive computational studies
the 3 Tbps DFN base network solution. And sec-strongly suggest that these results are independent
ond, the number of used physical paths is larger inof the ratio between the demand and capacity gran-
the DWG solution compared to the DFN solution, ularity, the demand structure, the time scale, and
which influences the number of parallel lightpaths. the network topology. Already a simple monitoring
In the DWG base network 87 physical paths are inof the traffic and downscaling the line card usage
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Figure 9: The results are independent of the network topolddne figures show the power consumption over time with theeth
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15 minutes of a day.

accordingly (FuFL) may bring substantial savings ered different time scales of the traffic demands in
in power consumption. We observed however thatthis work. It might be interesting to reduce the time
the success of the latter simple strategy depends ogranularity of the traffic matrices to check the in-
the capacity of a WDM channel compared to thefluence of short-term traffic fluctuations of power
size of the demands as well as on the regional disconsumption in backbone networks.
tribution of _the demand._ Given a constant I!ght- Second, our models assume a split of IP traf-
path capacity, the benefit ofUfL increases with  fic gemands over multiple parallel paths. This is
increasing demands. Given the same lightpath cay girong assumption, as multi-path routing is nor-
pacity, the same total traffic and the same dynamicgna|ly not enabled in today’s routers. MPLS al-
over time, less energy can be saved WitlFEun- o5 this kind of traffic engineering, but the label
der (non-realistic) evenly distributed demands overgyiiched paths (LSP) are not frequently reconfig-
space than under demands with distribution origi- ;e today, either. Since single-path routing may
nating from measurements. reduce the utilization of lightpaths due to coarse
Limitations and future areas of interest: Inor-  granularity of demand values,UbL may turn out
der to make our work as clear as possible, we sumto benefit more from its additional flexibility in
marize the limitations of our models. This can be the WDM layer, and outperform @rL in terms of
helpful in further research to make even more ac-power consumption.
curate estimations of the potential energy savings. Wavelength assignment strategies are not inte-
First, despite using a sophisticated mathematigrated in the mathematical models. Since fibers
cal model, we did not find optimal solutions for farely get highly utilized in the performed case
some instances (especiallyubL), and reported stgd!es we do not expect a substantial |anu¢nce_ of
the (relatively small) optimization gaps. The com- th!s issue on t_he presented results. The situation
putational challenge is especially high, since oneMight change in 40-channel DWDM systems or if
instance of FL and DUDL requires to solve one démands increase beyond 5 Tbps.
MILP for each considered point in time. We cov-  Furthermore, power consumption in the WDM
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layer can be incorporated in the objective functionrouting is nowadays part of the daily business of
of DUFL and DubL. Although we see some po- network operators. Our work indicates that energy
tential of energy saving by switching off optical aspects should be considered already in the opera-
devices (OLAs, regenerators, DGEs and parts otional phase helping to save OPEX. It should also
OXCs), our preliminary estimations indicate it to motivate equipment vendors to provide network el-
be much smaller than in the IP layer (which is in ements with convenient and fast functionality to be
line with [28]). Realistic data about capacity and switched on and off.

power consumption of OXCs would be necessary

to proceed with this study.
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Appendix A. Model variants for DurFL and

DubpL

model (A.1) we may establish new lightpaths as
long as the number of lightpaths ending at a node

. ) . is not exceeding the same number in the base net-
Complete mixed integer programming models 0, ok This guarantees that only the existing line

gompute energy-minimalnetwork configurationsat5rqs are used. Notice that (A.2€) relaxes con-
timet € T using the two approachesUbL and  giraing (A.1d). Fiber constraints (A.2d) are not re-

DupL are presented in this section. Both modelsy,yqant for oL

are simplifications of the original model (2) used to

compute the base network in the sense that the so-

minz:yp

lution space is restricted, which is achieved by fix- peP
ing variables and adding constraints. Model (A.1) Z (fi— 1 = d¥, ievkeK (A2a)
for DUFL and model (A.2) for wpL are obtained jevfi)
from (2) by changing the objective, fixing variables K ek .
Cv, — e+ f5) > 0, (i,)) e VxV
Ye and X" to the values of the base network, and p; Yo g;l( e (.1)
adding constraint (A.1d) respectively (A.2e). It fol- “ (A.2b)
lows that the installation of fibers and IP routers ) '
is fixed to the configuration of the base network. Z Cyp, < RW®®_ di(), ieV (A.2¢)
We are only allowed to change the IP flow and the  pePi
. : . . K
lightpath configuration .(vgrlables'}, fii-Yp). The Z yp < ByP®® ecE (A.2d)
new objective is to minimize the number of active 5=,
lightpaths. In addition the right hand side of the ase
demand constraints (A.1a) and (A.2a) now corre- Z Yo < Z yg » 1eV (A.2e)
sponds to the demand$ at timet € T which are pipi ) PP
by definition smaller than the maximum demands  fij, fji € Rs, yp € Zy (A.2f)
dusedin (2).
References
minZ]yp : _ _
- [1] F. Idzikowski, S. Orlowski, C. Raack, H. Woesner,
P A. Wolisz, Saving energy in IP-over-WDM networks by
Z (filj$ - fjl?) = dik(t)’ ieVkeK (A_]_a) switching off line cards in low-demand scenarios, in:
Evvil Proc. of the ONDM, Kyoto, Japan, 2010.
! [2] United States Department of Energy, International
Z Cyp - Z(fik + f.'? > 0, (i,j) e VxV energy outlook 2008, report doe/eia-0484(2008),
peP ek ! ! http://www.eia.doe.gov/oiaf/ieo/pdf/
¢ 0484(2008).pdf  , 2008.
(A.1b) (3] M. Pioro, D. Medhi, Routing, Flow, and Capacity De-
b ® - sign in Communication and Computer Networks, Morgan
Z Cyp < R**-d7, ieV (A.lc) Kaufmann Publishers, 2004.
pePi [4] T. L. Magnanti, P. Mirchandani, R. Vachani, Modelling
Yp < ygase’ peP (A.1d) and solving the gwo-facility capacitated network loading
problem, Operations Research 43 (1995) 142-157.
fi'Jﬁ’ f].'? eR,, ypeZs (A.1e) [5] D. Bienstock, O. Gunlilk, Capacitated network design —

Model (A.1) computes the energy-minimal net-
work at timet € T using DUFL. By (A.1d) we can-
not exceed the lightpath configuration in the base
network, that is, we have to use existing ones or
switch them off. In particular, if a patip is not
used in the base network solutioygf’(Se = 0) the
corresponding path variabyg is not generated for
the DUFL model {, = 0). Also notice that the

fiber constraints (2e) become redundant because of

(A.1d). The number of wavelengths per fiber can
only be reduced from the value in the base network
solution. In fact there is no active physical capacity
constraint for UFL.

Model (A.2) computes the energy-minimal net-
work at timet € T using DubL. In contrast to

22

(10]

polyhedral structure and computation, Informs Journal on

Computing 8 (1996) 243-259.
[6] A. Bley, U. Menne, R. Klahne, C. Raack, R. Wessaly,
Multi-layer network design — a model-based optimization
approach, in: Proc. of the PGTS, Berlin, Germany, 2008.
A. M. C. A. Koster, S. Orlowski, C. Raack, G. Baier,
T. Engel, P. Belotti, Branch-and-cut techniques for s@vin
realistic two-layer network design problems, in: Graphs
and Algorithms in Communication Networks, Springer
Berlin Heidelberg, 2009, pp. 95-118.
A. Dwivedi, R. E. Wagner, Traffic model for USA long
distance optimal network, in: Proc. of the OFC, Balti-
more, USA, 2000.
Y. Zhang, M. Roughan, N. Duffield, A. Greenberg, Fast
accurate computation of large-scale ip traffic matrices
from link loads, ACM SIGMETRICS Performance Eval-
uation Review 31 (2003) 206-217.
X. Liu, The role of stochastic programming in commu-
nication network design, Computers and Operations Re-
search 32 (2005) 2329-2349.

(7]

(8]

9]



[11]

[12]

(23]

[14]

[15]

[16]

[17]

(18]

[29]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32

F. Pascali, M. Scutella, Chance constrained netwerk d

sign, in: Proc. of the INOC, Pisa, Italy, 2009.

A. Altin, H. Yaman, M. C. Pinar, The Robust Net-
work Loading Problem under Hose Demand Uncertainty: [33]
Formulation, Polyhedral Analysis, and Computations,
INFORMS Journal of Computing Articles in Advance
(2010).

S. Mattia, The Robust Network Loading Problem with Dy-
namic Routing, Technical Report 3, Universita di Roma la [35]
Sapienza, 2010.

Cisco CRS-1  Production
IIww.cisco.com/en/US/prod/
collateral/routers/ps5763/prod_
brochure0900aecd800f8118.pdf ,2008.

J. Chabarek, J. Sommers, P. Barford, C. Estan, D. Tsiang

S. Wright, Power awareness in network design and rout-[37]
ing, in: Proc. of the INFOCOM, Phoenix, USA, 2008.

M. Gupta, S. Singh, Greening of the internet, in: Prdc. o
the ACM SIGCOMM, Karlsruhe, Germany, 2003.

A. M. C. A. Koster, A. Zymolka, Minimum converter
wavelength assignment in all-optical networks, in: Proc.
of the ONDM, Ghent, Belgium, 2004.

F. Ortega, L. A. Wolsey, A branch-and-cut algorithm [39]
for the single-commodity, uncapacitated, fixed-charge net
work flow problem, Networks 41 (2003) 143-158.

M. Garey, D. Johnson, Computers and Intractability: A [40]
Guide to the Theory of NP-Completeness, W.H. Freeman
and Company, San Francisco, New York, 1979.

B. Fortz, M. Poss, An improved benders decomposition [41]
applied to a multi-layer network design problem, Opera-
tions Research Letters 37 (2009) 359-364.

G. Dahl, A. Martin, M. Stoer, Routing through virtual
paths in layered telecommunication networks, Operations
Research 47 (1999) 693-702.

S. Orlowski, Optimal Design of Survivable Multi-layer
Telecommunication Networks, PhD thesis, Technische [43]
Universitat Berlin, 2009.

E. Kubilinskas, Design of Multi-layer Telecommuniizat
Networks, PhD thesis, Lund University, 2008.

Y. Wu, L. Chiaraviglio, M. Mellia, F. Neri, Power-aware
routing and wavelength assignment in optical networks,
in: Proc. of the ECOC, Vienna, Austria, 2009.

A. Silvestri, A. Valenti, S. Pompei, F. Matera, A. Cian-
frani, Wavelength path optimization in optical transport
networks for energy saving, in: Proc. of the ICTON,
Azores, Portugal, 2009.

B. G. Bathula and M. Alresheedi and J. M. H Elmirghani, [46]
Energy efficient architectures for optical networks, in:
Proc. of LCS, London, UK, 2009.

F. Idzikowski, Power consumption of network elements i
IP over WDM networks, Technical Report TKN-09-006,
Technical University of Berlin, Telecommunication Net-
works Group, 2009.

G. Shen, R. S. Tucker, Energy-minimized design for IP
over WDM networks, Journal of Optical Communications
and Networking 1 (2009) 176-186.

E. Palkopoulou, D. A. Schupke, T. Bauschert, Energy ef-
ficiency and CAPEX minimization for backbone network
planning: Is there a tradeoff?, in: Proc. of the ANTS, New [50]
Delhi, India, 2009.

L. Chiaraviglio, M. Mellia, F. Neri, Reducing power con
sumption in backbone networks, in: Proc. of the ICC, [51]
Dresden, Germany, 2009.

L. Chiaraviglio, M. Mellia, F. Neri, Energy-aware back

bone networks: a case study, in: Workshop on Green[52]
Communications, Dresden, Germany, 2009.

W. Fisher, M. Suchara, J. Rexford, Greening backbone

(34]

Brochure, http:

(36]

(38]

(42]

(44]

(45]

[47]

(48]

[49]

23

networks: Reducing energy consumption by shutting off
cables in bundled links, in: Proc. of ACM SIGCOMM
Workshop on Green Networking, New Delhi, India, 2010.
J. C. C. Restrepo, C. G. Gruber, C. M. Machuca, Energy
profile aware routing, in: Workshop on Green Communi-
cations, Dresden, Germany, 2009.

N. Vasi¢, D. Kosti¢, Energy-aware traffic engineeirin:
Proc. of the EECN, Passau, Germany, 2010.

B. Puype, W. Vereecken, D. Colle, M. Pickavet, P. De-
meester, Power reduction techniques in multilayer traffic
engineering, in: Proc. of the ICTON, Azores, Portugal,
2009.

B. Puype, D. Colle, M. Pickavet, P. Demeester, Energy
efficient multilayer traffic engineering, in: Proc. of the
ECOC, Vienna, Austria, 2009.

E. Yetginer, G. N. Rouskas, Power efficient traffic greom
ing in optical wdm networks, in: Proc. of the GLOBE-
COM, Honolulu, USA, 2009.

R. Hulsermann, M. Gunkel, C. Meusburger, D. A.
Schupke, Cost modeling and evaluation of capital expen-
ditures in optical multilayer networks, Journal of Optical
Networking 7 (2008) 814-833.

W. Shen, Y. T. K. Yamada, M. Jinno, Power-efficient
multi-layer traffic networking: Design and evaluation, in:
Proc. of the ONDM, Kyoto, Japan, 2010.

P. Chowdhury, M. Tornatore, B. Mukherjee, On the energy
efficiency of mixed-line-rate networks, in: Proc. of the
OFC, Los Angeles, USA, 2010.

P. Belotti, A. Capone, G. Carello, F. Malucelli, Muléyer
MPLS network design: The impact of statistical multi-
plexing, Computer Networks 52 (2008) 1291-1307.

P. Pavon-Marino, R. Aparicio-Pardo, B. Garcia-Manayb
N. Skorin-Kapov, Virtual topology design and flow rout-
ing in optical networks under multi-hour traffic demand,
Photonic Network Communications 19 (2010) 42-54.

S. E. Terblanche, R. Wessaly, J. M. Hattingh, Solution
strategies for the multi-hour network design problem, in:
Proc. of the INOC, Spa, Belgium, 2007.

S. Raghavan, D. Stanojevic, WDM optical design using
branch-and-price, 2007. Working paper, Robert H. Smith
School of Business, University of Maryland.

A. M. C. A. Koster, S. Orlowski, C. Raack, G. Baier,
T. Engel, Single-layer Cuts for Multi-layer Network De-
sign Problems, in: Telecommunications Modeling, Policy,
and Technology, volume 44, Springer Verlag, 2008, pp.
1-23.

R. Ahuja, T. Magnanti, J. Orlin, Network Flows: Theory,
Algorithms, and Applications, Prentice Hall, 1993.

B. Fortz, M. Thorup, Internet traffic engineering by iept
mizing OSPF weights, in: Proc. of the INFOCOM, Tel-
Aviv, Isreal, 2000.

L. A. Wolsey, R. L. Rardin, Valid inequalities and profe

ing the multicommodity extended formulation for unca-
pacitated fixed charge network flow problems, European
Journal of Operational Research 71 (1993) 95-109.

D. Bienstock, O. Gunluk, Computational experiendéhw

a difficult mixed integer multicommodity flow problem,
Mathematical Programming 68 (1995) 213-237.

NOBEL — Next generation Optical networks
for Broadband European Leadership, http:
/Iwww.ist-nobel.org , 2004-2007.

Y. Zhang, 6 months of abilene traffic matrices,
http://www.cs.utexas.edu/ ~yzhang/
research/AbileneTM/ , 2009.

S. Uhlig, B. Quaoitin, J. Lepropre, S. Balon, Providingip

lic intradomain traffic matrices to the research community,
ACM SIGCOMM Computer Communication Review 36



(2006) 83-86.

[53] Deutsche Forschungsnetz Verehttp://www.dfn.
de, 2010.

[54] H.Wang, H. Xie, L. Qiu, Y. R. Yang, Y. Zhang, A. Green-
berg, Cope: Traffic engineering in dynamic networks,
ACM SIGCOMM Computer Communication Review 36
(2006) 99-110.

[55] IBM — ILOG, CPLEX, http://lwww.ilog.com/
products/cplex/ , 2009.

24



