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Abstract—Traffic variation heavily impacts energy savings
achieved by putting Line Cards (LCs) into Sleep Mode (SM) in
core Internet Protocol (IP)-over-Wavelength Division Multiplex-
ing (WDM) networks. We propose a simple traffic model covering
temporal and spatial traffic variation and investigate the impact
of (controlled) traffic variations on energy savings achieved with
the Energy Watermark Algorithm (EWA) as well as on devices
lifetime in realistic network scenarios. The results indicate that
spatial variation of traffic is no obstacle in saving energy in the
networks. We point out the need for consistent routing schemes
between the reference network (designed with a sophisticated
Mixed-Integer Linear Programming (MILP) formulation in our
case) and the solutions computed dynamically during network
operation (with the lifetime-unaware EWA in our case).

I. INTRODUCTION

Power consumption in core IP-over-WDM networks has

been constantly increasing in the last years. To invert this

trend, different approaches, often referred to as “green net-

working”, have been proposed (see, e.g., the surveys [1, 2]).

Among the different solutions to reduce power consumption

in backbone networks, one of the most promising ones is the

application of low power modes to network devices. The main

idea of this approach is to deactivate the network resources

when they are unused and activate them when needed again.

However, frequent changes of the devices’ power states tend

to have a deteriorating influence on their lifetime. Therefore,

a backbone network experiences energy and lifetime variations

as a consequence of the activation/deactivation of its resources.

The main process that drives the power state variations is

the evolution of traffic over time. More precisely, networks

are dimensioned to satisfy the peak traffic demands. However,

traffic varies both in space and time. For instance, a residential

area may experience high traffic during the evening (when

most users are at home), while a business area will be more

loaded during the day (when most users are working). During

the night very few users generate traffic, resulting in a low

utilization of network devices. Moreover, if the network spans

across different time zones, the periods of low utilization will

not occur at the same time in all regions of the network, but

will be shifted across the time zones.

In this context, several questions arise: How to model spatial

and temporal traffic variations in a backbone network? What is

the influence of both spatial and temporal traffic variations on

the energy savings and on the lifetime of devices? How does

the difference across time zones affect the results? The goal of

this paper is to give answers to such questions. More in depth,

we first propose a simple traffic model that captures temporal

and spatial traffic variation. We then build a realistic network

scenario adopting a real network topology, as well as the traffic

variations derived from our model. We run an algorithm to

activate/deactivate the network resources in order to compute

the possible energy savings and the effect on devices lifetime,

which shows the influence of the proposed traffic model on

both the energy savings and the lifetime.

Previous work in the literature has mainly investigated the

impact of temporal variations of traffic on the energy savings

(see particularly [3]). In this work we go two steps further

by: (i) considering the impact on the devices lifetime, and (ii)

considering the impact of spatial traffic distribution on both

lifetime and energy savings. We believe that the presented

results can provide fruitful indications on how future networks

should be designed in order to be energy-efficient and lifetime-

aware. Furthermore, we point out the sophisticated MILP

formulation used to design a realistic reference network. It

enforces single-shortest-path routing of IP traffic demands over

the IP topology in the reference network. We are not aware

of any related work assuming such constraints in the design

phase of energy-efficient multilayer backbone networks.

The paper is organized as follows. Section II presents related

work regarding traffic modeling in the context of green back-

bone networking. Our traffic model, including both temporal

and spatial variations, is detailed in Section III. Section IV

describes the network model. The evaluation scenario is de-

tailed in Section V. Results are analyzed in Section VI, and

conclusions are drawn in Section VII. Details of the network

design MILP formulation can be found in the Appendix.

II. RELATED WORK

Even though many traffic models have been proposed in the

literature so far, the field of traffic modeling in the context of

green core networking is relatively unexplored. The sinusoidal

function is usually used as a parametrized model, e.g., [3–12].

Traffic variation in the context of saving energy is the focus

only of [3, 4]. The authors propose a model of aggregated

traffic taking the set of considered time periods (by default

spanning 24 hours) as well as maximum and minimum traffic

volumes as parameters. Our model extends them with (sub)sets

of time periods when traffic is high, low, increasing, and

decreasing. To the best of our knowledge, no previous related
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Fig. 1. Temporal traffic model with exemplary relative demand values and
even number of elements in the set of time periods T .

work exists that provides a traffic model including parameters

to change spatial traffic distribution over time in a controlled

way. Some articles consider a shift of traffic according to the

time zone in which nodes generating traffic are located (see

[13–19]). No variation of spatial traffic distribution is studied

in these articles, though. We refer to Table VIII of [2] for

a detailed overview of the traffic data used in the research on

green core networking.

III. TRAFFIC MODEL

We propose a simple traffic model that allows for capturing

and controlling changes of volumes of traffic demands over

time as well as changes of the spatial distribution of traffic

demands over time. We consider a network with a set of

nodes V , and a set of time periods T for evaluation of power

consumption during network operation. The length of each

time period t ∈ T is ∆t. A traffic matrix D(t) at time period

t ∈ T describes traffic demands between all node pairs in

the network. It is composed of elements da,b(t) containing

(directed) traffic demands exchanged between an ordered node

pair (a, b) ∈ V 2.

The traffic matrices D(t) for all t ∈ T are obtained in the

following two steps. First, we focus on temporal traffic varia-

tion, i.e., all traffic demands follow the same (relative) changes

over time, without changes of spatial traffic distribution. In the

second step, we add parameters to our model in order to vary

spatial traffic distribution over time in a controlled way.

A. Temporal (diurnal) traffic variation

We start out with the assumption that traffic is periodic (day-

night pattern) with the period length equal to |T | · ∆t. We

distinguish the subsets of time periods Tlow ⊆ T and Thigh ⊆
T corresponding to a set of low-demand time periods and

a set of high-demand time periods, respectively. Furthermore,

we consider linear traffic increase over a set of time periods

Tinc ⊆ T , and linear traffic decrease over a set of time periods

Tdec ⊆ T as shown in Fig. 1. The traffic demand d̃a,b(t)
between a node pair (a, b) ∈ V 2 is described as:

d̃a,b(t) =
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


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
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(1)

The model with its parameters allows not only investigation

of the influence of the traffic amplitude (Aa,b
max − Aa,b

min) on

network energy consumption, but also the influence of the

pace of traffic increase (Aa,b
max − Aa,b

min)/|Tinc| and decrease

(Aa,b
min −Aa,b

max)/|Tdec| on network energy consumption.

The traffic demand curve d̃a,b(t) is different for each

node pair (a, b) ∈ V 2 due to the values Aa,b
max and Aa,b

min.

However, we assume in this step that the relative demand

d̃a,b(t)/A
a,b
max is always the same regardless of the node pair

(a, b) ∈ V 2 (compare the primary and the secondary y-axes

in Fig. 1). Temporal traffic variation does not change spatial

traffic distribution over time if the ratio Aa,b
max/A

a,b
min is equal

for all traffic demands d̃a,b(t), and if the sets Tlow, Tinc, Thigh
and Tdec are identical for all traffic demands d̃a,b(t). This is

usually not the case in realistic networks, therefore we consider

also spatial traffic variation over time in the next step.

B. Spatial traffic variation over time

In order to be able to control the spatial traffic variation

over time, we focus on the sets of time periods Tlow, Tinc,

Thigh, and Tdec. More precisely, we consider their circular

shifting (as explained below), leaving the ratio Aa,b
max/A

a,b
min

fixed for all (a, b) ∈ V 2 (subject for future work). Wide-range

realistic backbone networks often spread over more than one

time zone. To account for the temporal shift in traffic due to

effects arising from this, we introduce a Time Zone Matrix

(TZM)

Θ =







θ0,0 · · · θ0,|V |−1

...
. . .

...

θ|V |−1,0 · · · θ|V |−1,|V |−1






. (2)

The value θa,b ∈ Z for (a, b) ∈ V 2 determines the number

of time periods the demand curve for node pair (a, b) has to

be shifted temporally due to the fact that a and b lie in time

zones differing from a reference time zone. The matrix Θ = 0
is used for a network located completely within the reference

time zone.

In order to introduce controlled changes of spatial traffic

distribution, we define a Spatial Variation Matrix (SVM)

Γ =







γ0,0 · · · γ0,|V |−1

...
. . .

...

γ|V |−1,0 · · · γ|V |−1,|V |−1






, (3)
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(a) Total demand and single demands, no spatial traffic variation.
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(b) Total demand and single demands, k = 1.
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(c) Total demand and single demands, k = 2.
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(d) Total demand and single demands, k = 5.

Fig. 2. Example for the spatial variation of traffic demands – total network traffic (red) and single demand curves (black) for granularity ∆t = 1 hour and
different values of the displacement parameter k in a three-node network.

similarly to the TZM, but with values γa,b ∈ [−1, 1] for

(a, b) ∈ V 2. Additionally, we introduce a time displacement

parameter k ∈ {0, . . . , |T |−1}. Then for (a, b) ∈ V 2 the value

ζa,b = ⌊k · γa,b⌉, (4)

defines the number of time periods each demand curve should

be shifted temporally due to spatial traffic variation1. More

precisely (and taking into account both θa,b and ζa,b), the

spatially varied traffic demand da,b(t) for t ∈ T is computed as

da,b(t) = d̃a,b(t− θa,b − ζa,b +m · |T |), (5)

where the period multiplicity m ∈ Z is defined as

m =
⌊ t− θa,b − ζa,b

|T |

⌋

. (6)

Fig. 2 shows the effect of the time displacement parameter

k on an exemplary 3-node network with demands for three

node pairs (with zero TZM). Initially, these single demands

follow curves as defined in Section III-A (discretized), with

different values for Aa,b
max and Aa,b

min (21, 28, 42 and 3, 4, 6
units, respectively), which results in a total traffic curve of the

same type (Fig. 2(a)). For spatial variation, the single demand

curves are shifted according to the SVM

Γ =





0 −0.4127 1
0 0 −0.1415
0 0 0



 , (7)

so that for higher values of k the total traffic variation in the

network appears as a distorted version of the initial total traffic

curve.

1The function ⌊x⌉ stands for rounding of x to the nearest integer value.

IV. NETWORK MODEL

A. Assumptions

We consider an IP-over-WDM network, i.e., a two-layer

network where the layers share a common set of nodes V .

In the WDM layer, Optical Cross-Connects (OXCs) at the

nodes are interconnected by fiber links that are installed on

an undirected physical supply network G = (V,E). Each

fiber carries B WDM channels. In the IP layer, IP routers

equipped with colored LCs are interconnected by logical links

that are established on an undirected logical supply network

H = (V, L). Each logical link is realized by one or multiple

parallel lightpaths having the same source and target nodes;

a lightpath is defined as a WDM channel originating and termi-

nating in the colored LCs and traversing two or more OXCs

[20]. It may span multiple fiber links along a path through

G (routing over the physical topology), is assigned a unique

wavelength2, and has capacity C bps in both directions. The

terminating LCs have also capacity C bps for both transmitting

and receiving. Signal regeneration is realized by back-to-back

transponders (or colored LCs), what effectively means that

a long lightpath is realized by two shorter lightpaths transiting

an IP router. No dedicated regenerators are used.

Eventually, traffic (as defined in Section III) arriving at the

IP layer has to be routed over the set of logical links from its

source node to its target node over the shortest logical path

(routing over the logical topology). The network has to provide

sufficient lightpath capacity on the involved logical links.

Notation is summarized in Table I in the Appendix.

2We assume that the wavelength assignment is done in a post processing
step in order to be able to solve the formulated MILP problems.



B. Network design

There is insufficient publicly available data to describe

a network of today (including all the installed devices, physical

and logical links with their capacities and routing). Therefore

it is necessary to design a Static Base Network (SBN) serving

as a starting point for the energy evaluation study.

Particularly, we assume that a router n (out of a set of

routers N ) with capacity Rn can be installed at each node of

the network at cost κipr
n . Similarly, the cost of installation of an

OXC in the network is κoxc. Installation of (two) LCs associ-

ated with a corresponding lightpath costs κlp. Eventually, cost

of fiber installation depends on the length of the corresponding

physical supply link e ∈ E.

The SBN is computed using a MILP formulation for a two-

layer network design minimizing cost. It builds upon estab-

lished network design models (see, e.g. [21]), and extends

them with constraints on IP traffic routing along single shortest

paths through the network of installed logical links in order

to be in line with commonly used routing protocols such as

Open Shortest Path First (OSPF). This is realized by using

node potentials that keep track of routing path lengths. Details

of the MILP formulation can be found in the Appendix.

C. Network operation

We assume that the network (with the installed devices

according to the SBN) is operated in a dynamic manner. In

particular, we use the algorithm called EWA [22] to determine

LCs that should be active/inactive in each time period t ∈ T .

EWA uses three parameters: WL, WH , and ψ. The first two

parameters are used to trigger actions to release and establish

lightpaths, respectively, in case utilization of the last active

lightpath of a logical link is below or above the thresholds

WL and WH . The last parameter ψ defines the utilization of

the last active lightpath on a logical link that should not be

exceeded after releasing a lightpath for saving energy.

EWA consists of three phases. It ensures in the first phase

that there exists a route between all node pairs with traffic

demands. Violation of WH on any logical link is checked in

the second phase, and actions are taken to establish lightpaths

in order to stop these violations. Eventually, the lightpaths

where WL is violated are attempted to be released minding

that utilization on any lightpath in the network does not

increase above ψ. We refer to [22] (and references therein)

for implementation details of EWA.

V. EVALUATION SCENARIO

A. Traffic and network

The basis for the parameter settings of the traffic model

proposed in Section III is taken from traffic measurements

performed on the Abilene network (12 nodes and 15 physical

supply links, see [23, 24]). The traffic data covers the period

from 2004/03/01 at 00:00 am until 2004/09/10 at 11:55 pm

with the granularity 5 min (48096 traffic matrices with 7776

traffic matrices missing in the original data). The same gran-

ularity is used in this work (∆t = 5 min). No newer traffic

measurements of the same nature are known to us (see [2,

Table VIII]) except for the Géant traffic measurements from

2005 [24, 25].

The maximum and minimum values Aa,b
min and Aa,b

max

needed for each traffic demand d̃a,b(t) in the model from

Eq. (1) are calculated in the following two steps. First, the

following three statistics are computed (for each node pair

(a, b) ∈ V 2) out of the 48096 traffic matrices: 20-th percentile,

median, and 80-th percentile. Second, means (over all node

pairs (a, b) ∈ V 2) of these statistics are used to determine

Aa,b
min (mean of the 20-th percentiles over mean of the medians

multiplied by the corresponding median) and Aa,b
max (mean of

the 80-th percentiles over mean of the medians multiplied by

the corresponding median).

We use the following parameter settings to generate test

traffic matrices. We apply three scaling factors, 229.52, 688.57,

and 1147.62 [22] to the original traffic matrices from [24] in

order to account for increased traffic demands with respect

to the time when the original traffic matrices were captured.

This corresponds to 85, 254, and 423 Gbps, respectively, of

traffic generated at each node (maximum total demand for the

artificially generated sets of traffic matrices).

We assume Greenwich Mean Time (GMT) as the refer-

ence time zone. The TZM Θ for the Abilene network is

created according to the time zones in which network nodes

are located. Five randomly generated SVMs Γ are consid-

ered. Eventually, we vary the time displacement parameter

k ∈ {0, 1, 6, 12, 24, 36, 48, 72, 96, 120, 144}. Note that k cor-

responds to multiples of ∆t, so that, for instance, k = 24
yields a maximum time displacement by 2 hours.

We assume that each fiber carries B = 80 wavelengths

and each wavelength channel has capacity C = 40 Gbps. We

consider a set of routers N with capacity Rn in the range

640–14720 Gbps. We assume overprovisioning in the SBN

design and limit maximum utilization of each lightpath to 50%

(i.e., δ = 0.5). Geographical node locations are determined

by the corresponding cities (with the two nodes in Atlanta

being 2 km away from each other). Lengths of physical links

are calculated using the spherical distance between their end-

nodes. The maximum lightpath length is set to 3000 km.

B. Capital Expenditure (CapEx) and power

The CapEx cost model based on [26] is used. CapEx of an

OXC is assumed to be κoxc = 2.75 units. CapEx of a lightpath

with two LCs takes κlp = 38.84 units. Cost of a router κipr
n

is in the range of 16.67–830.86 units for all routers n ∈ N .

Cost of a fiber κf
e depends on the length of the physical link

e ∈ E (0.0091 units/km and 2 · 10.42 units contributed by

OXCs at both ends of the fiber, and required number of

Optical Line Amplifiers (OLAs) and Dynamic Gain Equalizers

(DGEs) [27])

EWA targets LCs for energy savings as the most convenient

energy-hungry devices to dynamically change power states

between SM and Active Mode (AM). We assume that a single

(colored) LC consumes 500 W [28] (corresponding to the cost

κlp). Power consumption of a LC in SM is negligible.
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Fig. 3. Average energy consumed by all LCs over a day over all SVMs in the Abilene-based network using two EWA settings, starting from the SBN designed
with the MILP (8) – (17). The error bars indicate the minimum and maximum values over all SVMs.
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Fig. 4. Average AF over all LCs (after 14 days) and over all SVMs in the Abilene-based network using two EWA settings, starting from the SBN designed
with the MILP (8) – (17). The error bars indicate the minimum and maximum values over all SVMs.

C. Evaluation Metrics

We use two complementary evaluation metrics. First, we

calculate the energy (in Wh) consumed by all active LCs in the

network over all time periods in the considered set T . Second,

we use the average Acceleration Factor (AF) over all LCs

installed in the network to assess devices lifetime. According

to [29], the AF takes into account the influence of temperature

and temperature variation on the length of devices lifetime.

The lifetime can be increased by the fact that a device is in SM

(lower temperature than in the AM). However, the process of

switching between active and sleep modes induces temperature

variations, which reduce the lifetime (see Eq. (3) in [29]).

We point out two hardware parameters needed to compute the

AF. AF sleep is the ratio between the failure rate of the device

dynamically switched between the sleep and active modes and

the failure rate of the device always kept in AM (always lower

than 1, see [30]). The second hardware parameter, denoted as

χ, acts as a weight for the frequency of the active-sleep-active

mode cycles [h/cycle]. Values of AF lower than 1 indicate

that dynamic usage of SM is beneficial for the devices lifetime.

Values of AF greater than 1 indicate that dynamic usage of SM

reduces the devices lifetime. In this work we assume AF sleep

equal to 0.5 units and χ equal to 0.5 h/cycle [29].

VI. RESULTS

The proposed traffic model and EWA are implemented on

a custom-based Java simulation framework. Simulations are

performed on a computer with a 64-bit Intel 2.4 GHz CPU

and 8 GB RAM. The MILP formulation for SBN design is

solved with Cplex [31] using 16 64-bit Intel 2.7 GHz CPUs

and 64 GB RAM. Near-optimal solutions were found within

a 12-hour time limit with optimization gaps below 1.7%.

We consider two different settings of EWA input param-

eters: (1) WL = 0.1, WH = 0.5, and ψ = 0.5, and (2)

WL = 0.1, WH = 0.9, and ψ = 0.9. As a consequence,

lightpaths are attempted to be released when their utilization

is relatively low (i.e., less than 10%). On the other hand, when

the lightpath utilization is greater than 50% (90%), additional

lightpaths are established in order to avoid network overload.

Moreover, the utilization of the last active lightpath on each

logical link should not exceed 50% (90%) when a lightpath is

released for energy saving.

Given these settings, we run EWA on the considered scenar-

ios (with real TZM Θ) for different values of k, different traffic

scaling factors, and 5 randomly generated SVMs. In particular,

we choose different values of k between 0 (corresponding to

the case in which no time shift is set) and 144 (in which

a maximum time shift of 12 hours is enforced). Moreover, we

consider the case of zero TZM (i.e., the case when all network

nodes are assumed to be located in the same time zone and

k = 0) denoted as “NO TZM”. Additionally, we consider the

three traffic scaling factors (229.52, 688.57, and 1147.62) and

traffic variation over time as explained in Section V-A. Fig. 3

reports the obtained results in terms of energy consumed by

all LCs in the network over a day. Fig. 4 reports the obtained

results in terms of average AF over all LCs in the network



after 14 days (assuming the same traffic demands on each

day). In both cases, averages over all considered SVMs are

reported (bar plots) and complemented with the maximum and

minimum values (error bars).

Energy consumption, as expected, tends to increase when

the traffic scaling factor is increased, see Fig. 3. Interestingly,

it is possible to save energy for most values of the time

displacement parameter k. This can be clearly observed in

the case of a scaling factor 688.57 (Fig. 3(b)). Average energy

consumption increases when traffic is scaled with the factor

1147.62 and when k is high (Fig. 3(c)). This is caused by

the existence of multiple shortest paths between some node

pairs. In particular, EWA sometimes finds other shortest paths

than the ones used in the SBN and therefore occasionally has

problems with satisfying all the traffic demands (unsatisfied

demands never exceed 6%). EWA does not put LCs into SM

in such cases, and therefore energy consumption is identical

with that in the SBN (compare SBN in Fig. 3(c) with the

maximum energy consumption values for k ≥ 72). This effect

of occasional routing incompatibilities is even stronger when

the scaling factor is low (see high and intermediate values of

k in Fig. 3(a)). On the contrary, it is always possible to save

energy when no TZM is used and when k is equal to 0, i.e.,

when all demands have an off-peak zone occurring during the

same hours (cf. Fig. 2(a)) or when the peak times only depend

on the time zone where nodes are located.

Furthermore, we confirm that more energy is consumed with

the first EWA setting (WL = 0.1, WH = ψ = 0.5) than with

the second EWA setting (WL = 0.1, WH = ψ = 0.9). This is

due to the fact that with the second setting, the lightpaths can

sustain higher utilization.

Considering the average AF (Fig. 4), it is interesting to note

that these figures are complementary to the energy figures, i.e.,

the lower the energy consumption, the higher the AF. The

average AF usually takes values between 2.5 and 4.5 meaning

that energy saving reduces devices lifetime. For the cases in

which EWA encounters routing incompatibilities, the average

AF decreases. This happens more frequently with increasing

k. In the cases when most LCs are constantly powered on (i.e.,

the energy consumption of the network using EWA is close

to the one of the SBN), few power state reconfigurations are

introduced, resulting in an AF close to 1 (see, e.g., the case

for k = 144 in Fig. 4(c) for WL = 0.1 and WH = ψ = 0.5).

Similarly, the AF is equal to 1 in the case of SBN, since

no LCs dynamically change power states in the SBN. On the

contrary, the highest AF values are reported in the case when

no TZM is used. High AF values also occur for low values of

k, when also low energy consumption is reported. This shows

a trade-off between energy saving and devices lifetime (EWA

is an energy-aware, but lifetime-unaware algorithm).

Comparing the AF results of EWA with the two different

settings, we point out that lower AF values are achieved

with the first (more conservative) setting (WL = 0.1 and

WH = ψ = 0.5). However, the relative gains on energy

consumption of the second setting are higher than its loss in

terms of AF. This can be partially explained by the routing

incompatibility issues, which happen more frequently in the

case of the first EWA setting (higher overprovisioning results

in a higher number of equal-cost routing paths).

VII. CONCLUSION

We have proposed a simple traffic model covering both

temporal and spatial traffic variations. The model has been

realistically parametrized and used to generate sets of traffic

matrices covering a day with 5-minute granularity. In partic-

ular, we varied the spatial distribution of the traffic covered

by the generated sets. The sets have been used as input for

the energy-aware algorithm EWA, which determines LCs to

be put into SM for energy saving.

Our evaluation shows that energy savings are possible when

traffic varies over space. In several test instances we have

encountered routing incompatibilities between the dynamic

EWA solutions and the reference SBN designed with a sophis-

ticated MILP formulation. They occur mainly when spatial

traffic variation is high and the load is relatively low. We

have found that the energy saving achieved with the lifetime-

unaware EWA results in reduced lifetime of LCs experiencing

active-sleep-active mode cycles.

As future work, we are going to perform a sensitivity

analysis (in terms of energy savings and AF) of the proposed

traffic model to its parameters (focusing also on the temporal

traffic variation). Moreover, we plan to vary network scenarios,

hardware parameters of the devices lifetime model (AF), and

consider alternative methods for network design and operation

including alternative routing methods and Quality of Service

(QoS) metrics.
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APPENDIX

The MILP formulation for the computation of the SBN is

given by (8) – (17) with the notation summarized in Table I.

The objective (8) aims at minimizing the installation cost

of the network. The constraints (9) model the IP routing as

a flow along a single path for each source-destination pair.

The constraints (10) allow IP flow only in one direction on

installed logical links. The constraints (11) ensure that enough

capacity is installed along lightpaths through the physical

topology to route the demands of all time periods while

respecting a maximum utilization δ of the lightpaths. With

constraints (12) and (13) a router module with sufficient ca-

pacity to accommodate both backbone and aggregation traffic

is chosen, and by constraint (14) a sufficient number of fibers



Minimize cost

min
∑

i∈V

(

∑

n∈N

κipr
n x̂i,n + κoxc

)

+
∑

p∈P

κlp ŷp +
∑

e∈E

κf
e ẑe (8)

subject to

∑

j:{i,j}∈L

(f̂a,bi,j − f̂
a,b
j,i ) =











1 if i = a

−1 if i = b

0 otherwise

∀i ∈ V, (a, b) ∈ V 2 : a < b (9)

f̂
a,b
i,j + f̂

a,b
j,i ≤ ϕ̂{i,j} ∀{i, j} ∈ L, (a, b) ∈ V 2 : a < b (10)

∑

(a,b)∈V 2:a<b

1

δ
max{da,b(t), db,a(t)} (f̂

a,b
i,j + f̂

a,b
j,i ) ≤

∑

p∈P{i,j}

C ŷp ∀{i, j} ∈ L, t ∈ T (11)

∑

p∈Pi

C ŷp +
1

δ
max{d−i (t), d+i (t)} ≤

∑

n∈N

Rn x̂i,n ∀i ∈ V, t ∈ T (12)

∑

n∈N

x̂i,n ≤ 1 ∀i ∈ V (13)

∑

p∈Pe

ŷp ≤ B ẑe ∀e ∈ E (14)

∑

{i,j}∈L

(f̂a,bi,j + f̂
a,b
j,i ) ≤ ν̂ab ∀(a, b) ∈ V 2 : a < b (15)

ν̂ai − ν̂aj − 1 ≤ (|V | − 1) (1− ϕ̂{i,j}) ∀i, j ∈ V : {i, j} ∈ L, a ∈ V (16)

ν̂aa = 0 ∀a ∈ V (17)

using variables

f̂
a,b
i,j , f̂

a,b
j,i , ϕ̂{i,j}, x̂i,n ∈ {0, 1} ∀i, j, a, b ∈ V, n ∈ N

ν̂ai , ŷp, ẑe ∈ Z+ ∀i, a ∈ V, p ∈ P, e ∈ E.

are installed. To abbreviate notation we define the demands

emanating and ending at node a at time t ∈ T as:

d+a (t) =
∑

b∈V

da,b(t) and d−a (t) =
∑

b∈V

db,a(t). (18)

Then, via (11) and (12) we employ an undirected demand

routing scheme, i.e., demand from a source to a target is routed

along the same path as demand in the opposite direction, and

the necessary capacity along the path has to suffice for the

maximum of the demand in each direction. We require that

IP traffic is routed along a shortest path through the network

of installed logical links. To this end, node potentials ν̂ab are

introduced (cf., for instance, [32, Section 7.2]). In general, the

offset ν̂aa for a ∈ V could be any number, while only the

difference ν̂ab − ν̂aa matters; due to the constraints (17), ν̂ab
can be directly interpreted as the length of the shortest path

between a and b (number of logical links). The shortest path

routing is then ensured by the constraints (15), which restrict

routing path lengths to ν̂ab , and the constraints (16), which

force the values of ν̂ai and ν̂aj to differ by at most 1, if nodes i
and j are connected by a link in the logical topology (indicated

by variable ϕ̂{i,j} and by the constraints (10)).
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TABLE I
NOTATION USED THROUGHOUT THE PAPER

Symbol Description

P
ar

am
et

er
s

G
en

er
al

an
d

M
IL

P

G = (V,E) undirected physical supply network with set of nodes V and set of physical supply links E ⊆
{

{i, j} ⊆ V 2 : i 6= j
}

H = (V, L) undirected logical supply network with set of nodes V and set of logical supply links L ⊆
{

{i, j} ⊆ V 2 : i 6= j
}
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Rn capacity of router n ∈ N
C capacity of a lightpath
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κoxc cost of installing an Optical Cross-Connect (OXC)

κ
ipr
n cost of installing router n ∈ N

κlp cost of installing a lightpath with Line Cards (LCs)

κf
e cost of installing a fiber on physical supply link e ∈ E
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χ weight for the frequency of the active-sleep-active mode cycles of a LC [h/cycle]

E
W

A WL threshold on the utilization of the last lightpath on a logical link to trigger attempts to release lightpaths, WL ∈ [0, 1)
WH threshold on the utilization of the last lightpath on a logical link to trigger attempts to establish new lightpaths, WH ∈ (0, 1]
ψ maximum utilization of the last lightpath on a logical link, ψ ∈ (0, 1]

T
im

e
an

d
tr

af
fi

c

T set of considered time periods for energy evaluations
Tlow set of low time periods, Tlow ⊆ T
Thigh set of high time periods, Thigh ⊆ T
Tinc set of time periods with increasing traffic, Tinc ⊆ T
Tdec set of time periods with decreasing traffic, Tdec ⊆ T
∆t length of each time period t ∈ T

A
a,b
max maximum traffic demand value for the node pair (a, b) ∈ V 2

A
a,b
min minimum traffic demand value for the node pair (a, b) ∈ V 2

da,b(t), d̃a,b(t) traffic demand between the ordered node pair (a, b) ∈ V 2 during time period t ∈ T with (without) spatial variation

d+i (t), d−i (t) emanating (ending) traffic demand at node i ∈ V during time period t ∈ T (Eq. (18))

Θ Time Zone Matrix (TZM) with θa,b denoting an element of the TZM Θ, (a, b) ∈ V 2

Γ Spatial Variation Matrix (SVM) with γa,b denoting an element of the SVM Γ, (a, b) ∈ V 2

k time displacement parameter, k ∈ {1, . . . , |T | − 1}
ζa,b number of time periods by which the demand between nodes (a, b) ∈ V 2 is shifted temporally due to spatial traffic

variation
m period multiplicity when shifting traffic demands (due to k, ζa,b, and current t ∈ T , see Eq. (6))

V
ar

ia
b

le
s

fo
r

th
e

S
B

N

f̂
a,b
i,j ∈ {0, 1} – whether or not the traffic demand from node a ∈ V to b ∈ V traverses the logical link {i, j} ∈ L in the

direction from i ∈ V to j ∈ V
ϕ̂{i,j} ∈ {0, 1} – whether or not the logical link from i ∈ V to j ∈ V is installed (i.e., traversed by any traffic in any direction)

ν̂ai ∈ Z+ – node potential for node i ∈ V and node a ∈ V , such that νai (t)− νaa (t) is a lower bound for the shortest path
from a ∈ V to i ∈ V using only installed logical links

ŷp ∈ Z+ – number of lightpaths established on path p ∈ P
x̂i,n ∈ {0, 1} – whether or not router module n ∈ N is installed at node i ∈ V ; x̂i,n is a variable for Static Base Network

(SBN) design and a parameter for evaluations of energy saving during network operation
ẑe ∈ Z+ – number of fibers installed on physical link e ∈ E; ẑe is a variable for SBN design and a parameter for evaluations

of energy saving during network operation
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[30] S. Arrhenius, Über die Reaktionsgeschwindigkeit bei der Inversion von
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