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ABSTRACT

Current trends in telecommunication networks foresee the
adoption of the fifth generation (5G) of wireless networks
in the near future. However, a large number of people are
living without coverage and connectivity. To face this is-
sue, we consider the possibility of deploying 5G networks
in rural and low-income zones. After detailing the current
state-of-the-art, we consider the main challenges that need to
be faced. Moreover, we define the main pillars to follow in
order to deploy 5G networks in such zones, as well as a pro-
posal of a future network architecture.

Index Terms— 5G networks, rural and low-income zones,
future Internet, global connectivity

1. INTRODUCTION

The first experiment on the Arpanet (the father of the cur-
rent Internet) took place on 29th October 1969, with a sim-
ple login message exchanged in a network composed of four
nodes. Since then, telecommunication networks have incred-
ibly grown, with distributed architectures connecting billions
of users. Today, the Internet is considered as a commodity to-
gether with energy, water, and food. According to the recent
study presented in [1], the Internet is the world’s most pow-
erful engine for social and economic growth, and it needs to
be open, secure, trustworthy, and accessible to all. In this
scenario, the International Telecommunication Union (ITU)
has reported that 69% of the world population is covered by
the third generation (3G) network [2], which allows users to
connect with the Internet. Moreover, the penetration rate of
the Internet in North America is above 80% [3]. However,
these numbers are hiding the dark side of telecommunication
networks, which is the lack of connectivity and/or coverage
experienced by a large number of people, in the non-coverage
areas, especially rural and low-income ones. Such zones in-
clude both low-density regions, but also towns/cities where
the Gross Domestic Product (GDP) is extremely low. To this
end, at least two billion people are currently experiencing a
complete lack of wireless cellular coverage [4], thus prevent-
ing them to connect with the rest of the world.
Given this picture, a natural question is: why are there such
differences in connectivity and coverage rates across the
world? One initial observation is that the telecommunication
networks are widely deployed in urban zones rather than in

rural and low-income ones. Specifically, users located in
urban areas have the possibility to connect to the Internet
by means of WiFi, radio access, fixed access and satellite
connections. In this context, telecom manufacturers and
researchers are focused on the development of the forthcom-
ing 5G technologies, which will be available by 2020. 5G
standards are currently investigated by several organizations
around the world, including partnerships (such as 5G Pub-
lic Private Partnership in Europe, IMT-2020 5G Promotion
Group in China, The Fifth Generation Mobile Communica-
tions Promotion Forum in Japan, 5G Forum in Korea, and
5G Americas) and international events. These efforts aim to
build 5G networks that will dramatically improve the user
experience, thanks to a sharp increase in the offered data
rates, coupled also with extremely low latency times. In this
way, services like very high definition video, tactile Internet,
virtual reality and Internet of Things will be made available.

5G has several advantages for the spreading of the Internet
connectivity (see examples in the white paper of 5G-PPP
[5]). Among them, the network introduces a high level of
flexibility, which was otherwise not possible with previous
technologies. Thanks to this advantage, it is possible to de-
ploy services and network resources where and when they
are really needed. In addition, 5G foresees the exploitation of
commodity hardware, which opens the way to the develop-
ment of software solutions implementing networking func-
tions, and potentially decreasing the costs of installing and
maintaining devices. Finally, 5G has introduced the concept
of ”converged solution”, where the networks and the services
cooperate to deliver high bandwidth and extremely low delay
to users.

Even though 5G introduces several positive aspects, the rel-
evant technologies are ”urban” in their nature. Specifically,
the high performance requirements are made possible by
an extremely rich and complex architecture, including: het-
erogeneous networks of macro and small cells, fronthaul
and backhaul transport networks, small computing nodes
deployed close to the users, and large data centres. The
current models of telecommunication networks, which are
business and profit oriented, suggest that 5G networks will
be mainly deployed in extremely dense urban zones, where
the number of subscribers is sufficiently high to compensate
the installation and management costs of the 5G network.
On the contrary, rural and low-income zones are less de-
sirable and attractive for operators, since the extremely low
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density (and/or low-income) population does not justify the
deployment of 5G networks.
In this context, the European Union has launched different
calls for research proposals in the context of 5G [6]. How-
ever, a specific call of 5G for rural and low-income zones
is not included. Rural areas are only indirectly taken into
account by the proposals on converged architectures. Such
architectures aims at defining a universal network model that
can be applied to cities, towns, and small villages. Neverthe-
less, the associated costs of these networks are still an open
issue. In this scenario, the lack of connectivity and cover-
age for rural and low-income zones is in contrast with the
Internet purposes.
In this paper, we take a new view of 5G networks, by look-
ing at them through the lens of rural and low-income sub-
scribers. In this context, several questions arise: What is
the current state-of-the-art in the field of 5G research in such
zones? What are the main challenges that need to be faced?
Is it possible to define a holistic 5G architecture explicitly
designed for rural and low-income zones? The goal of this
paper is to shed light on these issues, and to define future re-
search directions. Specifically, we believe that a 5G network
in rural and low-income zones should be built around the fol-
lowing pillars: i) possibility in deploying cells on board of
small Unmanned Aerial Vehicles (UAVs), ii) exploitation of
renewable energy sources, iii) reusability of network compo-
nents and functions, iv) deployment of commodity hardware
and v) reduction of CAPital EXpenditures (CAPEX) and OP-
erating EXpenditures (OPEX).1

The rest of the paper is organized as follow. Section 2 re-
views the state-of-the-art. The main challenges are reported
in Section 3. Section 4 details our vision. Finally, Section 5
concludes our work.

2. STATE-OF-THE-ART

We consider the related work in the following domains: wire-
less access networks, transport networks, and data centres.

2.1. Wireless Access Networks

Future 5G networks will be characterised by the extensive
deployment of small cells [7]. However, this infrastructure
requires huge installation and management costs, due to the
fact that a large number of sites will be required to be de-
ployed, coupled also with the need of connecting each site to
the rest of the network. Currently, one of the great barriers
to the development of cellular networks in rural zones is the
lack of revenues per square mile [8]. However, even an in-
crease in the competition in the spectrum assignment will not
affect the revenue per square mile experienced by operators.
The costs needed to run a wireless network can be divided
into two main branches: CAPEX, which are related to the
acquisition and the installation of network equipment, and

1Apart from the connectivity 5G networks may be exploited also to build
the Internet of Things paradigm.

OPEX, which instead incur during the management of the
network. Focusing on the former, solutions aiming at the de-
ployment of cellular networks with low CAPEX costs are of
mandatory importance. These costs can be reduced by de-
creasing the number of deployed cells per area size. More-
over, authors of [9] clearly show that the exploitation of mas-
sive Multiple Input Multiple Output (MIMO) beamforming
is able to reduce the network area power consumption by
up to 50% compared to standard cellular networks, while
guaranteeing a 10 Mbps cell edge user throughput power.
Alternatively, one radical improvement for the reduction of
CAPEX costs is the exploitation of new cellular architec-
tures. The Loon project launched by Google [10] aims at
providing cellular connectivity by means of balloons natu-
rally moved by the winds of the stratosphere. The same goal
is also pursued by the Internet project of Facebook [11], with
the main difference that the cells are deployed on board of
UAVs flying at high altitude and powered by solar panels.
At the same time, solutions aiming at the reduction of OPEX
costs are also necessary. One way to reduce these costs is the
exploitation of renewable energy sources. Authors of [12]
investigated the adoption of relay nodes powered by renew-
able sources, showing that the radio resources (in terms of
Resource Blocks and transmission power) can be efficiently
allocated in order to maximize the user data rates. More-
over, renewable sources can be also exploited to power macro
cells. In this context, solar powered cells are being deployed
to provide connectivity, mainly in some zones of Africa and
Asia [13]. Even though the size of the renewable energy
power systems is still an issue [14], the cost of a solar pow-
ered cell is comparable with a cell connected to the grid,
thus much less than exploiting power coming from expen-
sive diesel generators. In addition, the OPEX costs can be
decreased by reducing the power consumption of cells [15].
This is made possible by the exploitation of different power
states (such as full power and low power) which are applied
over time, by taking advantage of the traffic variability. Fi-
nally, another way to reduce the OPEX is the adoption of
virtual network elements, for example by means of Cloud
Radio Access Networks (C-RAN) [16].

2.2. Transport Network

With the latest 5G requirements of individual user peak
access rates between 1 and 50 Gb/s [5], fibre connections
become essential and therefore fibre networks will need to
reach rural and under-developed areas, where it is important
to give priority to other characteristics, i.e., low cost/power;
resilience to power disruptions, and low maintenance re-
quirements [17].
When looking at today’s fronthaul-backhaul infrastructures,
it can be noticed that radio systems employ a ”remote radio
head” strategy in which the Radio Frequency (RF) signal is
sampled and immediately converted to an optical signal for
transmission to the Base Band Unit (BBU) processing the
base band. These units can be placed at the bottom of the
tower or centralized in BBU hotels that can be quite far away
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from the antenna. In this case however, the radio processing
delay requirements become the limitation. In LTE the Up-
Link Hybrid Automatic Repeat reQuest (UL-HARQ) has a
4 ms response time requirement that, given the processing
time requirements, translates into a maximum fibre distance
of 20 km. A small amount of additional headroom can signif-
icantly increase the optical reach. This would open the pos-
sibility to distribute the low-cost, low-power, high-reliability
radio heads across an area extending 20 km from a central-
ized processing location, where higher reliability, security,
and greater efficiency may be possible [18].

When considering core transport networks (i.e., the ones
used to move data from/to access networks), renewable en-
ergy such as solar will likely be important for many rural
areas with limited power availability. Their drawbacks is
mainly in their lack of reliability. In this context, several
studies have looked at the operation of optical systems in
the presence of a variable and renewable energy sources (see
e.g., [19]).

Another way to reduce the cost and improve the resource
efficiency in a transport network is to introduce advanced
network functionalities (i.e., dynamic resource sharing and
Network Function Virtualization (NFV)) [20]. This allows
for example the allocation of resources on-demand to sup-
port specific transport needs that may vary over time, with-
out the need of manually setting up the devices. Dynamic
resource sharing is based on the intuition that the same trans-
port resource can be dynamically shared over time for dif-
ferent transport purposes. NFV provides flexibility by dy-
namically placing network functions in different locations
depending on the specific need of a service, e.g., close to the
users to exploit traffic locality. Examples of network func-
tions that can be virtualized include for instance Evolved
Packet Core (EPC) functionalities for local breakout, virtu-
alization of packet aggregation capabilities, and virtualiza-
tion of computing and storing functionalities, e.g., network
caching.

These advanced functionalities required the presence of dis-
tributed (possibly small) Data Centre (DC). Therefore, the
possibility to have low-power low-cost DC solution is cru-
cial. In this respect optics can help again [21]. Small form
factor optics for DCs use minimal electronics and trade per-
formance for low cost. Long reach transceivers are available
up to 100 Gb/s and 80 km reach. Continued progress in
reducing the cost and form factor of these optics will be
important for applications in rural and low-income areas. In-
tegrated photonics is a promising approach to doing this [22].
In particular, silicon photonics integrates multiple photonic
devices on silicon chips, which are often Complementary
Metal Oxide Semiconductor (CMOS) compatible, with the
potential for optical devices to share the same cost bene-
fits of high-volume micro-electronics. Recently, single-chip
Wavelength Division Multiplexing (WDM) chips were man-
ufactured with 500 Gb/s aggregate data rate and as many
as 1700 devices [23]. This Indium Phosphide (InP) based
chip was designed for long-haul links. Intense research and
development are currently underway for silicon photonic

transceivers that can be manufactured in high volume and
low cost [24].

2.3. Data Centres

Data centres are proliferating worldwide, but mostly in urban
areas and developed countries, thus increasing the global dig-
ital divide.2 The reason is that the conditions in rural and de-
veloping countries often exacerbate the challenges for oper-
ating data centres in addition to prohibitive acquisition costs.
A part from the previously discussed connectivity problems,
energy provisioning raises several challenges. Specifically,
in developing countries electrification is often not com-
plete and especially rural areas lack access to the electric
grid. To cope with energy variability and security, research
on demand-response and emergency demand-response [25]
tries to optimize the data centre operation based on the en-
ergy costs and availability. For this, they exploited the large
body of research which went into power consumption flex-
ibility at data centres via capacity right-sizing [26], load
shifting over time [27] and across geographies [28].
To overcome the lack of grid access and to green the impact
of data centres as well as to drive down the CAPEX costs,
data centres are scaled down in size [29], powered via re-
newable energies [30] and rely on micro-servers with better
work done per joule and work done per dollar ratios [31].
To reduce the energy consumption and OPEX costs, re-
search tries to optimize the three major pillars in data centre:
IT, cooling and power (see e.g., [32]). The upcoming 5G
also promotes the use of softwarization and virtualization as
means to drive up efficiency [33], especially via cloud-based
radio access networks [34].

3. CHALLENGES

We first review the challenges related to the exploitation of
5G technologies iin rural and low-income zones the first step,
and then we consider the socio-economic aspects that need
also to be taken into account.
5G Technology Challenges The application of 5G in rural
and low-income areas is challenged by the peculiar features
of such scenarios. Tab. 1 reports a comparison between a
classical 5G urban scenario [5] against 5G rural and low-
income ones3 (whose requirements may be inferred from
[35]). In contrast to 5G urban’s most advanced Internet
services such as High-Definition (HD) streaming, tactile In-
ternet and Internet of Things, many rural and low-income
regions are still disconnected from the rest of the world
and the lack of Internet coverage is the most critical prob-
lem to be tackled. The state of several essential services
such as e-Learning and e-Health have remained substan-
dard. Therefore, the infrastructure is required to support the

2Data centres requirements may be different than the ones of telecom-
munication networks, which are mainly based on central offices.

3Low-income areas include both low density regions in terms of popula-
tions as well as town and cities.
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Table 1. Comparison of a classical 5G Urban Scenario with Rural and Low-income Ones
5G Urban Scenario 5G Rural Scenario 5G Low-income Scenario

Service Type
HD Video, HD Streaming, Tactile
Internet, IoT

HD Video, Emergency Service, e-
Health, e-Learning

Basic Connectivity, Emergency
Service, Delay Tolerant, e-Health,
e-Learning

Network Con-
straints

Maximize Bandwidth, Minimize
Delay, Coverage

Coverage, Guaranteed Bandwidth Coverage

Energy Sources Power Grid Power Grid, Renewable Sources
Unreliable Power Grid and/or Re-
newable Sources

Network Cost
from the User
Side

Pay per bandwidth Same as standard urban users Low

Business
Model

Return on Investment Subsidized by the government Subsidized by the government

Required Net-
work Flexibil-
ity

High High High

User Mobility
Pedestrian, Vehicular, High Speed
Vehicular

Pedestrian, Vehicular Pedestrian, Low Speed Vehicular

appropriate set of applications to guarantee these essential
services according to their different network constraints such
as bandwidth requirements and link reliability. While for
urban zones it is important to maximize the bandwidth and
minimize the delay, in rural areas it is essential to guarantee
a given minimum amount of bandwidth to users (e.g., the
one required to deliver video services - but not high defini-
tion). Additionally, in rural and low-income zones it is even
more important to guarantee basic coverage rather than high
bandwidth services. In addition, another aspect that can not
be neglected is that in rural and low-income zone the power
grid may be not always available and/or unreliable, thus
suggesting that renewable sources (such as the sun and the
wind) should be exploited. Moreover, the cost of the network
from the user side should be kept as low as possible, keep-
ing also in mind that in low-income areas the users should
pay much less for an Internet connection compared to the
urban regions. This also inevitably influences the associated
business models in such zones, which can not be based on
the classical Return On Investment (ROI), but rather on the
fact that the Internet is a primary need, that should be pro-
vided, e.g., by the government rather than private operators.4

Moreover, the network has to be flexible in all scenarios.
For example, in rural and low-income zone the network has,
e.g., to deal with the scarcity of electricity, as well as to
wisely manage the network resources in order to guarantee
coverage. Finally, the user mobility has to be always taken
into account. Specifically, rural and low-income zones are
characterised by relatively lower mobility compared to urban
ones.5 This feature may also have an influence on the design

4Private operators will not invest the cost of an infrastructure in such
zones, due to the low return on investment. Therefore, the government
should be either invest on the deployment of a minimum infrastructure or
even becoming a network provider.

5In urban zones users may travel on high speed trains across the city. In
rural zones users are more fixed, e.g., they are located close to their houses.
In low-income zones users may be traveling by foot or by means of low-
speed vehicles.

of the network in such zones.
Socio-Economic Challenges In addition to these aspects, we
would like to stress that networking alone is not sufficient to
enable effective usage of its applications and services for a
sustainable development. Other socio-economic challenges
are also to be taken into account. First, affordability is to
be considered in the networking development if the citizens
want to use it effectively to achieve better living conditions.
The cost of broadband connectivity is still higher than the
average income in developing countries. Therefore, it can
be a financial barrier for the poor citizens and communities
from benefiting from networking. Second, it is also crucial to
consider how relevant are applications and services provided.
Their users, especially the low-income people, need applica-
tions that are necessary to their primary development needs
such as the basic instructions they can understand, accessi-
ble through devices and services that they can afford and use
conveniently. Third, human capacity is as critical as applica-
tions. Users need knowledge and skills to fully benefit from
networking-enabled services, including ICT-based skills in
the areas such as computer networking, web and basic appli-
cations development and elementary network security are es-
sential in all societies. Governments and policy-makers need
to understand the technical aspects of networking and their
services, as well as the interplay between technological and
public policy domains. Finally, the impact of the network-
ing on environment is also critical. The networking can drive
energy efficiency, smart systems and services to enable more
productivities. However, networking is to be also a growing
source of material consumption and greenhouse gas (GHG)
emissions. This negative impact will increase as networking
become more and more widespread.

4. OUR VISION

Given the aforementioned challenges, we first define the
main pillars which, we believe, are essential for the design
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and management of 5G networks in rural and low-income
zones. Our architecture is driven by the fact that the Internet
connectivity is a primary need, that may be provided by the
government or government-based entities rather than private
ones. This alleviates the need of always guaranteeing a ROI.
However, this process should be coupled with the reduction
of the costs needed to deploy and manage the network. In
the following, we sketch the proposed architecture.

4.1. Main Pillars

Converged Solution We believe that the services and the
networks should be managed in a converged way, following
a trend that is currently emerging in 5G architectures [36]. In
our scenario, the last mile of the network should be orches-
trated in conjunction with the metro and core one, without a
complete separation between them, in contrast to current net-
works. Additionally, the services are not running on ”top”
of the network, but they are lying at the same level of the
network components. More in depth, the network provider is
also acting as service provider, and different computing com-
ponents (like storage, local DC, caches) are installed on most
network devices both in metro/core and access segments. As
a results, there is not a strict separation between the different
parts of the network, thus enabling a global optimization of
the services and the network. This design choice is also justi-
fied by the fact that rural and low-income zones will be likely
managed by government-based entities, which will then have
the highest flexibility to deploy the services and the different
components across the full network.
Reusability of Network Components We believe that an-
other of the main pillars will be the possibility to completely
virtualize most of the network components by means of vir-
tual functions that are shared among devices and managed
by a centralized entity. This trend is in line with current ef-
forts in the broad area of softwarization, which aims to bring
the network and computing functionalities from the hard-
ware space to the software environment. Even though the
performance of virtualized network elements is still lower
than fully hardware-based components, this constraint is less
stringent in rural and low-income zones compared to urban
ones, thanks to the fact that the strict requirements in terms of
high bandwidth and extremely low delays can be relaxed in
such contexts. Therefore, by letting each element to be com-
posed of a set of virtual elements, it is possible to reuse the
same network components across different physical devices.
This feature triggers the possibility to implement smart re-
source allocation policies in order to move the network and
the computing capacity where it is really necessary or where
the sources of energy are currently available. Moreover, with
this capability the functionalities of network devices can be
directly modified by software upgrades, without the need of
changing the underlying hardware, which otherwise may be
an expensive operation. Finally, thanks to the fact that the
devices are split in software components, it is possible to in-
tegrate several functions in a single device, e.g., networking
and computing functions.

Exploitation of Commodity Hardware In traditional net-
works, where most of functionalities are hardware-coded,
there is a clear lack of flexibility. Each device (either a Base
Station, a router, or a computing node) is composed of pro-
prietary hardware, which can be hardly managed in a con-
verged solution where all the network components and the
services need to be controlled in a flexible way. In our vi-
sion, the network components are softwarized, and therefore
it is possible to adopt general purpose hardware for most of
devices. Apart from the flexibility aspects, the exploitation
of commodity hardware has additionally two main advan-
tages: i) the costs of deploying the network can be cheaper
compared to high performance hardware-coded devices, and
ii) since the hardware is the same for most of devices also
the operating expenses can be reduced (e.g., in terms of fail-
ure costs). Clearly, the use of softwarized functions and
commodity devices have an impact on the performance (e.g.,
bandwidth and delay), which should be always taken into ac-
count.

Solar-Powered Energy-Efficient Devices Since the power
grid is assumed to be not so widespread in rural zones and not
present or unreliable in low-income zones, a clear pulse will
be the large exploitation of renewable energies to power the
physical devices. Among the available renewable sources,
one of the most promising is the sun. Moreover, since most
low-income zones are located in the regions of the earth re-
ceiving the largest irradiation from this energy source, we
expect that a large exploitation of solar panels will be a vi-
able approach. However, even though the solar power can be
predicted over time (thanks to weather forecasts), it is obvi-
ously not always available (e.g., during night or bad weather
conditions). In addition, the size of the solar panels is still
an issue for the installation costs. Therefore, the elements of
a network have to carefully manage their energy consump-
tion, by implementing, e.g., smart energy saving policies to
reduce the amount of power requested. These policies will
integrate both the knowledge of the power available and the
variation of traffic experienced in the network over time.

Unmanned Aerial Vehicles and Advanced Radio Tech-
niques In order to limit the costs for installing and managing
the devices, the number of nodes devoted to the last segment
of the network should be reduced as much as possible. Fo-
cusing on wireless elements, we foresee the exploitation of
different technologies. First of all, thanks to the recent ad-
vances in Unmanned Aerial Vehicles (UAVs), the radio el-
ements may be mounted on top of them. For example, it
would be possible to move the radio nodes in order to fol-
low the (few) users in a rural network, thus preventing them
from the lack of connectivity. In addition, radio elements
can be deployed at higher altitudes, in order to exploit two
different features: i) the winds that can move such devices
in the atmosphere, and ii) the fact that most users will expe-
rience Line Of Sight (LOS) conditions, which will decrease
the propagation loss compared to classical Non Line of Sight
(NLOS) conditions. In case of rural zones in which the num-
ber of users is not so low compared to the previous case,
the emerging technology of massive antenna arrays allows
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Fig. 1. Vision of a 5G network for rural and low-income zones. (SP = solar powered, LC = Large Cell, RRH = Remote Radio
Head, UAV = Unmanned Aerial Vehicle, DTN = Delay Tolerant Network, NODE = Flexible component that can act as micro
server, BBU, SDN switch and optical router).

the deployment of radio elements covering ultra-large cell
sizes (over 50 km). It is widely acknowledged in academia
and industry that deployment of very large antenna arrays
at the base station side will form a key component of the
5G radio standards that very recently have started to be ad-
dressed by 3GPP. Technologies in academia referred to as
massive MIMO are in the heart of the urban, capacity-driven
5G use cases and scenarios. Moreover, the energy-efficiency
of these very large antenna arrays is also promising for the
noise-limited, low-load rural and remote coverage scenar-
ios.6 The large arrays can accomplish a beamforming gain
that will beneficially affect the link budgets of large macro-
cells. The pencil-sharp radiobeams produced by these base
stations allow to increase the cell radius without compro-
mising implementation complexity, cost-efficiency or energy
consumption. Finally, we foresee the exploitation of new
ultra-lean radio-protocols, which will be developed with the
explicit goal in reducing the transmission overhead of the ra-
dio nodes and improving their energy efficiency [37].

4.2. Overall Architecture

Our vision aims to develop a comprehensive low-cost con-
nectivity architecture that can efficiently support a wide-
range of services and applications. Fig. 1 reports the pro-
posed architecture. Focusing first on the access part of the
network, we foresee the exploitation of different technolo-

6We refer the reader to the Facebook project ARIES: https:
//code.facebook.com/posts/1072680049445290/
,lastaccessedon1stJuly2016.

gies. Specifically, for rural zones with a limited number
of users, coverage and capacity may be provided by RRH
mounted on top of UAV (RRH-UAV). These devices can
provide flexible coverage over a territory, by considering
only the zones where the users are located. Moreover, RRH-
UAVs can be exploited when the capacity of the network
is needed (e.g., during the day). Each RRH-UAV establish
communication with the other RRH-UAVs flying in the same
zone. The goal is then to compute the UAV trajectories in or-
der to optimize the coverage of the zone where the users are
located. In addition, the RRH-UAV will establish a radio link
with a BBU mounted in selected Solar-Powered (SP) Nodes
7. The challenge here will be to develop smart solutions to
reduce the amount of information exchanged between the
RRH-UAVs and the SP-Node with the BBU. Notice also that
he UAVs can be recharged by power stations fed by solar
panels. In addition to this, RRHs are also mounted on top of
balloons. These elements are continuously flying in the at-
mosphere in order to provide basic coverage and emergency
services. Finally, each community connected to such an in-
frastructure may develop Delay Tolerant Networks (DTNs)
to further spread the information by means of low-velocity
vehicles (i.e., mainly bicycles). As second alternative to pro-
vide wireless access connectivity, we foresee the exploitation
of Large Cells (LCs), with coverage radius in the order of 50
km. Such cells can be spread in low-income areas where the
users requirements are low in terms of bandwidth and delays.
LCs are also powered by Solar Panels (SPs), since the power

7This solution has to be evaluated w.r.t. the LTE UL-HARQ latency
constraint.
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grid is assumed to be not present or unreliable. The main
issue in this scenario will be to deploy efficient solutions to
limit the amount of required power in the uplink. Finally,
we foresee the exploitation of direct optical connections and
dedicated radio links to selected locations (e.g., places where
the bandwidth requirements are higher).
Looking then at the other network solutions, we foresee the
exploitation of flexible, efficient, low-cost, low-power nodes
(SP-Nodes in the figure). Such devices, which will be solar
powered, will virtualize different functionalities, including
radio, computing, and transport ones. Each functionality can
be activated/deactivated depending on where the node is lo-
cated (in the transport part of the network or in the access
one) and when it is needed. Moreover, the interconnection
between the SP-Nodes will be realized by means of low-cost
and low-power optical connections, which will implement
the state-of-the-art features to increase the efficiency of the
entire architecture.
Finally, the architecture will be controlled by a centralized
orchestrator, which will jointly manage the network and the
computing resources. For example, during period of high
traffic the computing resources will be moved in the SP-
Nodes close to users, while the opposite will be realized dur-
ing low traffic periods. At the same time, coordination of
UAVs, as well as decrease/increase of LC coverage will be
done in accordance to the users variation over time. Finally,
the orchestrator will perform this allocation of resources also
taking into account the variation of power available from the
SP.

5. CONCLUSIONS AND FUTURE WORK

We have focused on the problem of providing 5G services
in rural and low-income areas. After a deep dive into the
current state-of-the-art, we considered the main challenges
that need to be faced for a full exploitation of 5G in such
areas. In order to achieve this goal, we discussed a number
of architectural features, including: the adoption of a con-
verged solution, the reusability of network components, the
exploitation of commodity hardware, the deployment of solar
powered energy-efficient devices, UAVs and advanced radio
techniques. Additionally, we proposed a reference architec-
ture.
As future work, we plan a number of research activities. First
of all, a detailed characterization of requirements of users
is mandatory in both rural and low-income zone. This task
would then drive the definition of more detailed technology
solutions targeted to each specific context. In addition, we
plan to study the radio issues that may emerge. For example,
a large cell may provide coverage over a vast area. However,
the uplink budget may be constrained by the user power and
therefore there is an issue when the terminal is far from the
macro cell, since a high amount of uplink power would be
required. Moreover, different functional splits aiming to re-
duce the amount of data transferred between the RRH and
the BBU will be also investigated. In addition, we plan to
tackle the problem of computing the optimal UAVs trajec-

tory to serve a set of users in a rural area. Finally, we plan
also to analyse the proposed solutions in terms of CAPEX
and OPEX, as well as properly dimensioning the solar pan-
els needed to run the networks and services.
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